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1. Implementation details

1.1. Network architecture

We show in Figure 1 the architecture of our hidden layers in the sinogram prediction module, which is composed of six
layers of 256 neurons and one output layer of one neuron.
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Figure 1. Architecture of the multi layer perceptron (MLP) network for the hidden layers in IntraTomo.

1.2. Parameters

The parameters used for the experiments in the main paper are shown in Table 1.

Sparse view tomography Limited angle tomography Super resolution tomography
SL[12] Brain[3] ATLAS[10] Covid-19[7] | SL[12] LoDoPaB [9] Pepper Rose | SR[2] Pepper Foam [4]
o 1.5 3.0 4.0 1.8 1.5 2.8 1.8 6.0 1.5 8.0 4.0
k1 0.1 0.1 0.05 0.2 0.15 0.15 0.1 0.1 0.05 0.05 0.1
ko | 0.15 0.15 0.18 0.2 0.2 0.2 0.2 0.2 0.1 0.2 0.2

Table 1. Parameters used in each experiment for IntraTomo

1.3. Running time

We run experiments on a single RTX 2080Ti GPU. Each method is accelerated using a CUDA backend [13]. Table
2 illustrates the obtained running time for each of the compared methods in the paper. The first experiment consists of
reconstructing a 2D 256 x 256 density field from the Pepper dataset, using 25 sparse view projections. While the second
experiment reconstructs the same density field but using a limited angle setting with 45 projections from a range of 45 degrees.






