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in conjunction with differentiable algorithms employing
backpropagation, typically neural networks [14].

In our work we are particularly interested in hybrid
optics that combine classical refractive lenses, which pro-
vide high diffraction efficiency for focusing light, with
diffractive optical elements (DOEs) for optical encoding [15].
Research on this topic has concentrated on optimizing the
parameters of the encoding element, while neglecting the
question of where to place the DOE relative to the aperture
(or pupil plane). Conventional coded-aperture systems [16],
[17], for simplicity, place the optical encoding on or near
the aperture plane, creating global modulation for the entire
wave field. For idealized unabberrated systems, this results
in a shift-invariant PSF across the image plane. However,
in the presence of off-axis aberrations, the global influence
of the DOE parameters on the whole image becomes an
obstacle for localized aberration correction. To address these
issues, we explore separating the encoding plane from the
aperture plane, so that different regions of the DOE produce
different encoding characteristics based on the incoming
light directions.

It is worth noting that in most imaging scenarios where
the sensor size significantly surpasses that of the pupil,
placing the DOE closer to the sensor increases the total
degrees of freedom as well as the locality of the wavefront
control. Nonetheless, positioning the DOE directly on the
sensor is also not optimal, since the ability to spatially
redistribute light is diminished in this position (Fig. 1). In
this work, we investigate this inherent trade-off between the
locality of control and the ability to redirect light.

The localized control over the wavefront shape is par-
ticularly relevant for wide-FoV imaging, where off-axis
aberrations require a localized phase modulation for PSF
shaping. In this work, we first show that in compact imager
settings, pairing a simple thin lens with an off-aperture
DOE enables the recovery of aberration-free images at 45◦,
outperforming the on-aperture DOE system by over 5 dB
in peak signal-to-noise ratio (PSNR). Expanding on this
achievement, we introduce more complex compound optics
to tackle the challenging task of simultaneous color imaging
and depth recovery at a wide-FoV of around 28◦. This
extension leverages the co-optimization of an off-aperture
DOE with a Cooke triplet configuration [6]—comprising
three refractive lenses positioned near the aperture plane,
which partially corrects large-angle aberrations. This setting
utilizes the high diffraction efficiency of refractive lenses
to focus light, while allowing the DOE to encode high-
frequency information essential for depth estimation. This
hybrid refractive-diffractive system is modeled in two steps;
the differentiable ray-tracing engine dO [18] is used for light
propagation through the refractive lenses, followed by two-
step off-axis wave propagation utilizing the least sampling
ASM (LS-ASM) [19]. This hybrid design preserves the pre-
cise diffractive attributes of the optics, a feature absent in
purely refraction-based systems.

As we showcase applications of multiple optimization
objectives, we devise a lightweight multi-head neural net-
work architecture that effectively extracts different infor-
mation channels (e.g., color and depth) through separate
decoding heads. Our design integrates a shared pre-trained
feature extractor, with individual heads dedicated to specific

tasks. This framework not only alleviates the training bur-
den compared to conventional single-head networks [20],
but also facilitates efficient information encoding. In sum-
mary, our contributions are as follows:

• We present a co-optimized off-aperture encoding
framework tailored for wide-FoV computational
imaging applications. Notably, we explore the critical
impact of off-aperture DOE placement.

• Our approach involves a differentiable refractive-
diffractive hybrid imaging pipeline that integrates
accurate off-axis wave propagation modeling, en-
abling the co-design of an off-aperture DOE and a
multi-head image-processing network.

• Through our simulations, we demonstrate high-
fidelity lightweight lens imaging capability at 45◦

with a PSNR gain over 5 dB compared to on-aperture
systems, and RGBD imaging capability at 28◦.

• We develop two camera prototypes: one equipped
with an off-the-shelf convex lens, while the other
features a customized compound lens incorporating
bespoke computer numerical control (CNC)-turned
aspherical lens geometry. Both prototypes utilize
custom nanofabricated DOEs as encoding elements.
Our systems are rigorously validated using a diverse
range of indoor and outdoor scenarios.

2 RELATED WORK

Coded-Aperture Computational Imaging. Conventional
image system design optimizes optics and algorithms sepa-
rately [16], [21], [22], overlooking their potential synergistic
interaction within a unified system. Computational imaging
addresses this limitation by jointly optimizing encoding
optics and decoding algorithms. Recent advances in AI,
particularly deep neural networks, have facilitated the E2E
design of computational imaging systems, co-optimizing
hardware and software for specific tasks. These systems
employ encoding masks to modulate incident light’s am-
plitude, phase, and polarization, capturing rich scene infor-
mation. Representative applications include hyperspectral
imaging [23], [24], superresolution [11], extended depth-of-
field [3], [25], and depth estimation [1], [26].

Several off-aperture designs have been studied in other
imagers in the past decade. A near-sensor amplitude mask
was analytically designed for light-field encoding [27]. An-
other work placed a DOE at an optimized position in a 4f
system, using approximate off-axis wave simulations [28].
Concurrently, a metalens positioned off the aperture stop
was optimized to maximize the pupil diameter for telescopic
imaging at 20◦ FoV, simulated with geometric optics [29].
Unlike these approaches, our work aims to systematically
explore and characterize this additional design space for
wide-FoV compact imagers.

Wide Field-of-View Imaging. Wide-angle imaging settings
are particularly challenging for optical systems with re-
duced complexity due to significant off-axis aberrations. No-
tably, efforts to recover sharp color and depth information
from defocused images [12], [20] often assume spatial shift-
invariance, valid only within a limited FoV. Expanding the
FoV requires accurate modeling and mitigation of off-axis
aberrations inherent in all imaging systems. Peng et al. [30]
successfully demonstrated an imaging system that supports
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modulation (Sec. 3.2). Finally, wide-FoV images are synthe-
sized through spatial shift-variant convolution between the
object and the PSFs.

3.1 Geometric Optics Simulation

Complex lens elements are widely employed in imaging
systems to enhance performance, particularly in mitigating
off-axis aberrations. To accommodate such design scenarios,
we simulate complex lenses with geometric optics.

The lenses can be optimized, or predefined and then
simulated using a differentiable ray tracing engine dO [18]
to obtain the complex field before wave optics is applied.
Rays are traced from the front to the backplane of the lens
module’s bounding box, which is tangential to the exterior
of the lens module and assumed to be fully refractive within
its boundaries. The backplane functions as the transition
plane, linking refractive and diffractive optics. The complex
fields at this plane represent the transfer functions of the
compound lens at various angles.

The ray tracing process involves tracing rays between
consecutive surfaces of the lenses, the aperture, and the front
and back planes. At each point oi ∈ R

3 on the surface
i, where i = 0, . . . , S − 2 and S is the total number of
surfaces including the backplane, a ray {oi,di} intersects
the subsequent surface i + 1 at oi+1 = oi + tidi. Here,
the direction di ∈ R

3 is a unit vector determined by
the previous ray direction di−1 and the surface material,
following Snell’s law. Notably, for i = 0, di−1 corresponds
to the incident light direction. The ray marching distance
ti ∈ R

+ is computed at surface intersections on i and i + 1
utilizing iterative root-finding techniques such as Newton’s
method.

The total phase shift of a ray is associated with the
optical path length (OPL) through the lenses, given by the
sum of OPLs niti in each propagation medium, where ni is
the refractive index of the medium from surface i to i + 1.
The rays reach scattered points on the transition plane, but
subsequent processes such as wave propagation or sensing
require measurements on a uniform grid. Thus, the points
are interpolated onto a regular grid (ξ, η) using Clough-
Tocher interpolation [43], denoted as g. The phase ϕrefrac at
the wavelength λ is then expressed as

ϕrefrac(ξ, η) =
2π

λ
g

(

S−2
∑

i=0

niti

∣

∣

∣ξ, η

)

. (1)

Consistent with prior works [18], [33], we ignore energy
decay in geometric light propagation and assume uniform
energy for each ray. The intensity Irefrac at the transition
plane is obtained by bilinearly interpolating to adjacent grid
points, accumulating ray energies. The transfer function is
defined as Erefrac =

√
Irefrac exp (jϕrefrac), where j =

√
−1.

3.2 Off-Aperture Diffraction Modeling

Our two-step wave propagation process begins at the tran-
sition plane, traverses the off-aperture DOE, and ultimately
culminates at the sensor plane. To simulate the highly off-
axis wave propagation, we employ the well-established
angular spectrum method (ASM) [44]. The propagation of
an input field Ein(ξ, η) to a finite region on plane (x, y) over
a distance z is expressed as:

ASM(Ein|ξ, η;x, y) = F−1 {F {Ein}H(fX , fY )} , (2)

where H(fX , fY ) = exp
[

jkz
√

1− (λfX)2 − (λfY )2
]

is the

frequency-domain transfer function, k = 2π/λ is the wave
number, and F denotes the Fourier transform operator.

The off-aperture DOE connects two wave propagation
pathways at large angles, which can be computationally
demanding. To address this, we employ the LS-ASM [19]
that introduces a compensation term to the phase of the in-
put field, resulting in a quasi-on-axis field. This reduces the
sampling requirements for simulating off-axis propagation.
For an input field at coordinates (x, y), the compensation
term is defined as ϕcomp(x, y) = −2π(fXc

ξ + fYc
η), where

(fXc
, fYc

) represents the effective spectrum center. The wave
field arriving at the DOE plane is then computed as:

EDOE(p̂, q̂) = ASM
{

Ein(ξ, η) exp[jϕcomp(ξ, η)]
}

. (3)

The learned DOE globally modulates the incident field
with ϕDOE(p, q) = k(nλ0

− 1)h(p, q), where nλ0
is the

refractive index of the substrate material at the nominal
wavelength, and h is the height map of the designed DOE.
However, only a window at (p̂, q̂) is calculated on the DOE
based on the chief ray’s origin oS−1 and direction dS−1

at λ0 from the lens module to encompass the majority of
diffracted energy. Note that the DOE is also compensated.
The complete wave propagation is thus formulated as:

Prop(Ein|ξ, η;p, q;x, y) = ASM
{

EDOE(p̂, q̂)×

exp
{

j[ϕcomp(p̂, q̂) + ϕDOE(p̂, q̂)]
}

}

.
(4)

For our case, a point light source at (x0, y0, z0) results
in Ein(ξ, η) = Erefrac (ξ, η) exp (jkr), thereby the PSF is
computed as the squared amplitude of the complex field
arriving at the sensor plane within the specified window
(x, y):

K(x, y) = |Prop {Erefrac (ξ, η) exp (jkr)}|2 , (5)

where r =
√

(x0 − ξ)2 + (y0 − η)2 + z20 . Refer to Fig. S1 in
the supplementary material for details of the propagation
modeling.

To simulate camera measurements, we convolve the
PSFs with local image patches, assuming local shift-
invariance due to the relatively smooth variations of PSFs
across the FoV. We consider multiple depths z0 = 0, . . . , D−
1 and utilize the established occlusion-aware model [20] to
provide continuous and seamless representation of depth
variations:

I =
D−1
∑

d=0

1

Ud

(Kd ∗ Id)
D−1
∏

d′=d+1

(1− α̃d′) +N , (6)

where α̃d′ = (Kd ∗αd)/Ud, Ud = Kd ∗
∑d

d′=0 αd′ , ∗ denotes
element-wise multiplication, and Kd is the sensor field from
a light source at depth z0 = d. The images are quantized
into D depth layers denoted as Id, accompanied by a binary
mask αd. Each depth layer is normalized by Ud, and Gaus-
sian noise N is incorporated into the simulation. Sensor
spectral response is also applied to image I to address the
sensor’s sensitivity to different wavelengths.
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TABLE 1: Assessment of color images in PSNR (dB)↑ and
depth maps in MAE↓ when optimizing DOEs at two posi-
tions closer and farther from the aperture in the application
of wide-FoV depth and color imaging, and when using a
simple network. These assessments are conducted on three
datasets. The percentages of reduction in MAE of depth
maps are reported.

Dataset
Near-aperture [42]

+ Multi-head
Off-aperture
+ U-Net [12]

Off aperture
+ Multi-head

Sceneflow 31.00 / 0.037 25.27 / 0.046 32.09 / 0.033 (-10.8%)

Dualpixel 27.95 / 0.025 23.69 / 0.027 28.28 / 0.019 (-24.0%)

Instereo2K 30.51 / 0.032 26.06 / 0.124 31.42 / 0.027 (-15.6%)

lens as a base, we integrate a DOE primarily to encode
depth information. Based on the findings discussed in Sec. 5,
we position the DOE at approximately 0.24 of the EFL, or
8.4mm from the aperture plane. Due to the challenges in
simulating the placement of the DOE before the refractive
optics, we compare this off-aperture configuration with a
near-aperture setup, where the DOE is positioned at the
tangential surface of the last lens, approximately 4mm from
the aperture plane (0.11 of the EFL). Figure 5 presents the
optimized PSFs of the off-aperture system, sampled uni-
formly at six depths and three angular directions. Notably,
the system is trained on seven discrete angles (0◦, 2.5◦, 5◦,
7.5◦, 10◦, 12◦, and 14◦), with intermediate angles 1.25◦,
3.75◦, 6.25◦, 8.75◦, 11◦, and 13◦ included during testing.
The optimized DOEs for near- and off-aperture systems
exhibit distinct characteristics in their outer peripheral rings,
highlighting the off-aperture DOE’s ability to efficiently
encode high-frequency information for large-FoV rays with-
out interference from the inner FoV. This represents a key
advantage of the off-aperture design.

Table 1 presents a quantitative comparison of the near-
or off-aperture systems. The off-aperture configuration
achieves approximately 1 dB higher PSNR for color images
and reduces mean absolute error (MAE) for depth maps
by up to 24% across three representative datasets. The
greater improvement in depth maps can be attributed to two
factors: First, the near-aperture system’s DOE placement at
0.11 of the EFL incurs fewer disadvantages compared to
the 0.24 location, and second, the Cooke triplet is optimized
primarily for image performance, leaving more room for
improvement in depth recovery. We further compare the
multi-head network with a simple U-Net-based architec-
ture [12], which outputs image and depth from the same
layer as multiple channels. Our model outperforms the U-
Net architecture in both image and depth recovery.

Figure 6 visually compares the near- and off-aperture
systems at 4K resolution. The off-aperture system demon-
strates notably superior sharpness in recovered color images
compared to its near-aperture counterparts. This enhanced
image quality is evident across various depths and through-
out FoV, including both inner and outer regions. Moreover,
the depth map produced by the off-aperture system exhibits
significantly enhanced fidelity, particularly at wider FoVs.
We further measure the performance at several sampled
points in the Supplementary material. These results align
with the prior observation that a distance between 0.2 and
0.3 represents an optimal choice for off-aperture designs.

<latexit sha1_base64="o4JCM1oKNbM2VpYEC6JMVV4YuKA=">AAACQHicbVFNTxsxFPRCoTR8BTi2B4sIiVO0i6DtkcKFY1o1gJSsorfOS2Lwerf2c9WwyoVfwxV+Av+Cf8Ct6rWnesMeSuBJlkYz8zT2OMmVtBSGD8Hc/JuFxbdL72rLK6tr6/WNzVObOSOwLTKVmfMELCqpsU2SFJ7nBiFNFJ4ll8elfvYTjZWZ/k7jHOMUhloOpADyVK/+oUv4i4ov/QtnCfwWV6gtJ5egnfTqjbAZToe/BFEFGqyaVm8jWOn2M+FS1CQUWNuJwpziAgxJoXBS6zqLOYhLGGLHQw0p2riYPmPCdzzT54PM+KOJT9n/NwpIrR2niXemQCM7q5Xka1rH0eBzXEidO0ItnoIGTnHKeNkJ70uDgtTYAxBG+rtyMQIDgnxztVr3G/5w3tKqosqAHK6yyazSQT30fzaKiwQSVGV/0WxbL8HpXjP62Dz4ut84PKqaXGLv2TbbZRH7xA7ZCWuxNhPsmt2wW3YX3AePwe/gz5N1Lqh2ttizCf7+A6VJsCc=</latexit>

Adjustable lens tubes

<latexit sha1_base64="4oCoMIp17Ib5tAs9dyYxMBQ7t5s=">AAACOXicbVHLSgMxFM34tr6q4spNsAhuLDPiaym6cVnFqtAOJZPetsFMMiZ3xDr0Y9zqJ/glLt2JW3/ATJ2FVg8EDufcy7mcRIkUFn3/1Rsbn5icmp6ZLc3NLywulZdXLq1ODYc611Kb64hZkEJBHQVKuE4MsDiScBXdnOT+1R0YK7S6wH4CYcy6SnQEZ+ikVnmtiXCP2bHY5lrdwT2VoOygVa74VX8I+pcEBamQArXWsjffbGuexqCQS2ZtI/ATDDNmUHAJg1IztZAwfsO60HBUsRhsmA3vH9BNp7RpRxv3FNKh+nMjY7G1/ThykzHDnh31cvE/r5Fi5zDMhEpSBMW/gzqppKhpXgZtCwMcZd8Rxo1wt1LeY4ZxdJWVSs1zuE3dSK2IygMS9qAHo04DVNd9Vi/MIhaBzPsLRtv6Sy53qsF+de9st3J0XDQ5Q9bJBtkiATkgR+SU1EidcJKRR/JEnr0X78179z6+R8e8YmeV/IL3+QVkia0K</latexit>

Bi-convex lens

<latexit sha1_base64="LGr6gltuLnoue1m5xR+WGjxhC10=">AAACM3icbVHLTsMwEHTKuzxa4MglokLiVCWI15HHhWNBFJDaqHLcbWvVcYK9RpQoX8IVPoGPQdwQV/4Bp+QAhZEsjWZ2NatxmAiu0fNendLU9Mzs3PxCeXFpeaVSXV270rFRDJosFrG6CakGwSU0kaOAm0QBjUIB1+HwNPev70BpHstLHCUQRLQveY8zilbqVCtthHtMjxNQaBRknWrNq3tjuH+JX5AaKdDorDpL7W7MTAQSmaBat3wvwSClCjkTkJXbRkNC2ZD2oWWppBHoIB1fnrlbVum6vVjZJ9Edqz83UhppPYpCOxlRHOhJLxf/81oGe4dBymViECT7DuoZ4WLs5jW4Xa6AoRhZQpni9laXDaiiDG1Z5XL7Am6NHWkUUXlAQh/ibNJpgezbbxoEaUhDEHl//mRbf8nVTt3fr++d79aOToom58kG2STbxCcH5IickQZpEkYMeSRP5Nl5cd6cd+fje7TkFDvr5Beczy/yJqrZ</latexit>

Aperture

<latexit sha1_base64="87+kBCuxkl3D62+chMPLKmzMEKw=">AAACLHicbVHLSsNAFJ3Ud63a6tJNsAiuSiK+lsUHuLOK1WIbymR62w6dTOLMjVhD/8KtfoJf40bErd/hpGah1QsDh3Pu5dx7xo8E1+g4b1Zuanpmdm5+Ib9YWFpeKZZWr3QYKwZ1FopQNXyqQXAJdeQooBEpoIEv4NofHKX69R0ozUN5icMIvID2JO9yRtFQNy2Ee0yOz05G7WLZqTjjsv8CNwNlklWtXbIKrU7I4gAkMkG1brpOhF5CFXImYJRvxRoiyga0B00DJQ1Ae8l45ZG9aZiO3Q2VeRLtMftzIqGB1sPAN50Bxb6e1FLyP60ZY/fAS7iMYgTJvo26sbAxtNP77Q5XwFAMDaBMcbOrzfpUUYYmpXy+dQG3sWmpZVapQUQfwtGk0gTZM//T9xKf+iDS/NzJtP6Cq+2Ku1fZPd8pVw+zJOfJOtkgW8Ql+6RKTkmN1AkjkjySJ/JsvViv1rv18d2as7KZNfKrrM8vXeOoBg==</latexit>

DOE

<latexit sha1_base64="xCrbC1Um7UQQeifx2GlwwxGs1aU=">AAACOHicbVHLSgMxFM34tr7qY+cmWARXZUakuhTduKxiVWiHkklv29BMMiZ3xDr0X9zqJ/gn7tyJW7/ATJ2FVg8EDufcy7mcRIkUFn3/1Zuanpmdm19YLC0tr6yuldc3rqxODYcG11Kbm4hZkEJBAwVKuEkMsDiScB0NTnP/+g6MFVpd4jCBMGY9JbqCM3RSu7zVQrjH7FTrAVA0IpGAo3a54lf9MehfEhSkQgrU2+vecqujeRqDQi6Ztc3ATzDMmEHBJYxKrdRCwviA9aDpqGIx2DAbnz+iu07p0K427imkY/XnRsZia4dx5CZjhn076eXif14zxe5RmAmVpAiKfwd1U0lR07wL2hEGOMqhI4wb4W6lvM8M4+gaK5VaF3CbupF6EZUHJOxBjyadJqie+6t+mEUsApn3F0y29Zdc7VeDWrV2flA5PimaXCDbZIfskYAckmNyRuqkQTh5II/kiTx7L96b9+59fI9OecXOJvkF7/ML86Os2Q==</latexit>

Cooke triplet

<latexit sha1_base64="gtZTXIj9/uezgePOjA/pwullV2Q=">AAACM3icbVHLSgMxFM34rPXRqks3g0VwVWZEqksfG5dVrBbaoWTS2zaYyYzJjViHfolb/QQ/RtyJW//BTDsLbT0QOJxzL+dyEiaCa/S8d2dufmFxabmwUlxdW98olTe3bnRsFIMGi0WsmiHVILiEBnIU0EwU0CgUcBvenWf+7QMozWN5jcMEgoj2Je9xRtFKnXKpjfCI6WkCCo2CUadc8areGO4s8XNSITnqnU1nrd2NmYlAIhNU65bvJRikVCFnAkbFttGQUHZH+9CyVNIIdJCOLx+5e1bpur1Y2SfRHau/N1IaaT2MQjsZURzoaS8T//NaBnvHQcplYhAkmwT1jHAxdrMa3C5XwFAMLaFMcXurywZUUYa2rGKxfQX3xo7U86gsIKFP8WjaaYHs228aBGlIQxBZf/50W7Pk5qDq16q1y8PKyVneZIHskF2yT3xyRE7IBamTBmHEkGfyQl6dN+fD+XS+JqNzTr6zTf7A+f4B8niq2g==</latexit>

Aperture
<latexit sha1_base64="aA883TUNRwBQObTgh4ATHIIIcQU=">AAACOnicbVFNTxsxEPWG7/DRhEpcerEaIXGKdhFKOUb00mOKCCAlq2jWmSRWvN7FnkWEbf5Mr/AT+CNce6t67Q/AG/ZQQkey9fTejN74OUqVtOT7z15lZXVtfWNzq7q9s7v3oVbfv7RJZgR2RaIScx2BRSU1dkmSwuvUIMSRwqto+rXQr27RWJnoC5qlGMYw1nIkBZCjBrWDPuEd5edIILXUY27cZeeDWsNv+ovi70FQggYrqzOoezv9YSKyGDUJBdb2Aj+lMAdDUiicV/uZxRTEFMbYc1BDjDbMFw+Y80PHDPkoMe5o4gv234kcYmtnceQ6Y6CJXdYK8n9aL6PRaZhLnWaEWrwajTLFKeFFGnwoDQpSMwdAGOl25WICBgS5zKrV/jneZK6lU1oVBincJ/NlpYd67H5rEuYRRKiK/ILltN6Dy+Nm0Gq2vp802mdlkpvsE/vMjljAvrA2+8Y6rMsE+8F+sgf26D15v7zf3p/X1opXznxkb8r7+wK5oK28</latexit>

Retaining rings
<latexit sha1_base64="87+kBCuxkl3D62+chMPLKmzMEKw=">AAACLHicbVHLSsNAFJ3Ud63a6tJNsAiuSiK+lsUHuLOK1WIbymR62w6dTOLMjVhD/8KtfoJf40bErd/hpGah1QsDh3Pu5dx7xo8E1+g4b1Zuanpmdm5+Ib9YWFpeKZZWr3QYKwZ1FopQNXyqQXAJdeQooBEpoIEv4NofHKX69R0ozUN5icMIvID2JO9yRtFQNy2Ee0yOz05G7WLZqTjjsv8CNwNlklWtXbIKrU7I4gAkMkG1brpOhF5CFXImYJRvxRoiyga0B00DJQ1Ae8l45ZG9aZiO3Q2VeRLtMftzIqGB1sPAN50Bxb6e1FLyP60ZY/fAS7iMYgTJvo26sbAxtNP77Q5XwFAMDaBMcbOrzfpUUYYmpXy+dQG3sWmpZVapQUQfwtGk0gTZM//T9xKf+iDS/NzJtP6Cq+2Ku1fZPd8pVw+zJOfJOtkgW8Ql+6RKTkmN1AkjkjySJ/JsvViv1rv18d2as7KZNfKrrM8vXeOoBg==</latexit>

DOE

Fig. 7: (Left) The thin lens, DOE, and aperture in App. 1
and (Center) the three refractive lenses, DOE, and other
components in App. 2. (Right) The experimental setup.

7 EXPERIMENTS AND RESULTS

7.1 Prototyping Details

In Application 1, we utilized an off-the-shelf anti-reflex (AR)
coated N-BK7 bi-convex lens with a focal length of 35mm
(Thorlabs LB1811-A). Given the wide FoV, we employed
a Sony A6400 mirrorless camera equipped with an APS-C
sensor. The DOE has an effective diameter of approximately
12mm and a full diameter of 16mm. It is mounted with
a 3D-printed circular mount with a diameter of 1 inch, in
conjunction with the bi-convex lens. The distance between
the center plane of the lens and the DOE plane is set at
10.5mm. The total length of the imaging system outside the
camera body is only 21.5mm, resulting in a compact and
lightweight wide-FoV imaging system. A mount adapter
has been designed and 3D-printed to connect the SM1 lens
tubes to the camera body.

In Application 2, we utilized one AR-coated N-SF11
bi-concave lens of −15mm focal length (LD2060-A) and
one CaF2 Positive Meniscus Lens of 50mm focal length
(LE5243), and importantly, fabricated one aspherical lens
employing CNC machining capable of 5-axis single point
diamond turning, akin to the techniques reported in state-
of-the-art works [30], [32]. Given the available turning tool,
we opt for polymethyl methacrylate (PMMA) as the sub-
strate material, implying a refractive index of 1.492 at the
principal wavelength of 550 nm. We employ the FLIR GS3-
U3-123S6C-C sensor with 4K resolution.

Our DOE fabrication employs an iterative photolithog-
raphy and dry etching approach to create 24 discrete phase
levels on a fused silica wafer, with a Chromium layer acting
as an optical baffle [51], [52]. Repeating the photolithog-
raphy and reactive-ion etching steps four times preserves
the high-frequency spatial features crucial for the DOE
design. Detailed fabrication parameters are provided in the
supplementary material. We then assembled all optics with
customized focal-tuning mounts. The setup diagrams and
photographs of the components in both applications are
shown in Fig. 1 (center) and Fig. 7.

7.2 PSF Calibration and Network Fine-tuning

We employ a white laser source (LS-WL1 from Edmund Op-
tics) coupled with collimating lenses and a 25µm pinhole to
serve as a point light source. In the first application, the PSFs
captured on the sensor at a distance of 1.4m are measured
at 24 distinct locations within a quadrant of the image plane.
Each measured PSF is spaced approximately 512 sensor
pixels apart. In the second application, we capture PSFs at
five FoVs for each depth plane of the nine depths from 0.8m
to 5m. A detailed comparison between the simulated and
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C. Denz, D. A. B. Miller, and D. Psaltis, “Inference in artificial
intelligence with deep optics and photonics,” Nature, vol. 588, no.
7836, pp. 39–47, 2020.

[9] Z. Wang, Y. Peng, L. Fang, and L. Gao, “Computational optical
imaging: on the convergence of physical and digital layers,”
Optica, vol. 12, no. 1, pp. 113–130, 2025.

[10] Q. Sun, C. Wang, F. Qiang, D. Xiong, and H. Wolfgang, “End-to-
end complex lens design with differentiable ray tracing,” ACM
Transactions on Graphics, vol. 40, no. 4, pp. 1–13, 2021.

[11] Q. Sun, J. Zhang, X. Dun, B. Ghanem, Y. Peng, and W. Heidrich,
“End-to-end learned, optically coded super-resolution spad cam-
era,” ACM Transactions on Graphics, vol. 39, no. 2, pp. 1–14, 2020.

[12] X. Liu, L. Li, X. Liu, X. Hao, and Y. Peng, “Investigating deep
optics model representation in affecting resolved all-in-focus im-
age quality and depth estimation fidelity,” Optics Express, vol. 30,
no. 20, pp. 36 973–36 984, 2022.

[13] E. Tseng, S. Colburn, J. Whitehead, L. Huang, S.-H. Baek, A. Ma-
jumdar, and F. Heide, “Neural nano-optics for high-quality thin
lens imaging,” Nature communications, vol. 12, no. 1, p. 6493, 2021.

[14] J. Hu, D. Mengu, D. C. Tzarouchis, B. Edwards, N. Engheta, and
A. Ozcan, “Diffractive optical computing in free space,” vol. 15,
no. 1, p. 1525, 2024.

[15] X. Yang, M. Souza, K. Wang, P. Chakravarthula, Q. Fu, and
W. Heidrich, “End-to-end hybrid refractive-diffractive lens design
with differentiable ray-wave model,” in Proceedings of SIGGRAPH
ASIA, 2024, pp. 1–11.

[16] C. Zhou, S. Lin, and S. K. Nayar, “Coded aperture pairs for
depth from defocus and defocus deblurring,” International journal
of computer vision, vol. 93, pp. 53–72, 2011.

[17] A. Levin, R. Fergus, F. Durand, and W. T. Freeman, “Image and
depth from a conventional camera with a coded aperture,” ACM
Transactions on Graphics, vol. 26, no. 3, pp. 70–es, 2007.

[18] C. Wang, N. Chen, and W. Heidrich, “do: A differentiable engine
for deep lens design of computational imaging systems,” IEEE
Transactions on Computational Imaging, vol. 8, pp. 905–916, 2022.

[19] H. Wei, X. Liu, X. Hao, E. Y. Lam, and Y. Peng, “Modeling off-axis
diffraction with the least-sampling angular spectrum method,”
Optica, vol. 10, no. 7, pp. 959–962, 2023.

[20] H. Ikoma, C. M. Nguyen, C. A. Metzler, Y. Peng, and G. Wet-
zstein, “Depth from defocus with learned optics for imaging and
occlusion-aware depth estimation,” in IEEE International Confer-
ence on Computational Photography, 2021, pp. 1–12.

[21] O. Cossairt and S. Nayar, “Spectral focal sweep: Extended depth of
field from chromatic aberrations,” in IEEE International Conference
on Computational Photography, 2010, pp. 1–8.

[22] Z. Zhang, C. Deng, Y. Liu, X. Yuan, J. Suo, and Q. Dai, “Ten-
mega-pixel snapshot compressive imaging with a hybrid coded
aperture,” Photonics Research, vol. 9, no. 11, pp. 2277–2287, 2021.

[23] K. Monakhova, K. Yanny, N. Aggarwal, and L. Waller, “Spectral
diffusercam: lensless snapshot hyperspectral imaging with a spec-
tral filter array,” Optica, vol. 7, no. 10, pp. 1298–1307, 2020.

[24] Z. Shi, X. Dun, H. Wei, S. Dong, Z. Wang, X. Cheng, F. Heide, and
Y. Peng, “Learned multi-aperture color-coded optics for snapshot
hyperspectral imaging,” ACM Transactions on Graphics, vol. 43,
no. 6, pp. 1–11, 2024.

[25] B. Seong, W. Kim, Y. Kim, K.-A. Hyun, H.-I. Jung, J.-S. Lee,
J. Yoo, and C. Joo, “E2e-bpf microscope: extended depth-of-field
microscopy using learning-based implementation of binary phase
filter and image deconvolution,” vol. 12, no. 1, p. 269, 2023.

[26] S. Tan, Y. Wu, S.-I. Yu, and A. Veeraraghavan, “Codedstereo:
Learned phase masks for large depth-of-field stereo,” in Proceed-
ings of the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, 2021, pp. 7170–7179.

[27] A. Veeraraghavan, R. Raskar, A. Agrawal, A. Mohan, and J. Tum-
blin, “Dappled photography: mask enhanced cameras for hetero-
dyned light fields and coded aperture refocusing,” vol. 26, no. 3,
2007, p. 69.

[28] B. Ferdman, A. Saguy, D. Xiao, and Y. Shechtman, “Diffractive
optical system design by cascaded propagation,” Optics Express,
vol. 30, no. 15, pp. 27 509–27 530, 2022.

[29] J. Wang, Y. Deng, C. Wang, Y. Lin, Y. Han, J. Liu, X. Liu, H. Li, J. G.
Korvink, and Y. Deng, “Portable astronomical observation system
based on large-aperture concentric-ring metalens,” Light: Science &
Applications, vol. 14, no. 1, p. 2, 2025.

[30] Y. Peng, Q. Sun, X. Dun, G. Wetzstein, W. Heidrich, and F. Heide,
“Learned large field-of-view imaging with thin-plate optics.”
ACM Transactions on Graphics, vol. 38, no. 6, pp. 219–1, 2019.

[31] K. Matsushima, “Shifted angular spectrum method for off-axis
numerical propagation,” Optics Express, vol. 18, no. 17, pp. 18 453–
18 463, 2010.

[32] E. Tseng, A. Mosleh, F. Mannan, K. St-Arnaud, A. Sharma, Y. Peng,
A. Braun, D. Nowrouzezahrai, J.-F. Lalonde, and F. Heide, “Differ-
entiable compound optics and processing pipeline optimization
for end-to-end camera design,” ACM Transactions on Graphics,
vol. 40, no. 2, pp. 1–19, 2021.

[33] X. Yang, Q. Fu, and W. Heidrich, “Curriculum learning for ab initio
deep learned refractive optics,” Nature Communications, vol. 15,
no. 1, p. 6572, 2024.

[34] A. Teh, I. Gkioulekas, and M. O’Toole, “Aperture-aware lens
design,” in Proceedings of SIGGRAPH, 2024, pp. 1–10.

[35] O. Oktay, J. Schlemper, L. L. Folgoc, M. Lee, M. Heinrich, K. Mis-
awa, K. Mori, S. McDonagh, N. Y. Hammerla, B. Kainz, B. Glocker,
and D. Rueckert, “Attention u-net: learning where to look for the
pancreas,” in Medical Imaging with Deep Learning, 2018.

[36] S. Anwar, Z. Hayder, F. Porikli et al., “Depth estimation and blur
removal from a single out-of-focus image,” in The British Machine
Vision Conference, vol. 1, 2017, p. 2.

[37] S. Nazir, L. Vaquero, M. Mucientes, V. M. Brea, and D. Coltuc,
“Depth estimation and image restoration by deep learning from
defocused images,” IEEE Transactions on Computational Imaging,
2023.

[38] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for
image recognition,” in Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition, 2016, pp. 770–778.

[39] C. Godard, O. Mac Aodha, M. Firman, and G. J. Brostow, “Digging
into self-supervised monocular depth estimation,” in Proceedings of
the IEEE/CVF International Conference on Computer Vision, 2019, pp.
3828–3838.

[40] S. Pinilla, S. R. M. Rostami, I. Shevkunov, V. Katkovnik, and
K. Egiazarian, “Hybrid diffractive optics design via hardware-
in-the-loop methodology for achromatic extended-depth-of-field
imaging,” Optics Express, vol. 30, no. 18, pp. 32 633–32 649, 2022.

[41] V. V. Evdokimova, V. V. Podlipnov, N. A. Ivliev, M. V. Petrov,
S. V. Ganchevskaya, V. A. Fursov, Y. Yuzifovich, S. O. Stepa-
nenko, N. L. Kazanskiy, A. V. Nikonorov et al., “Hybrid refractive-





13

Edmund Lam received the B.S., M.S., and Ph.D.
degrees in Electrical Engineering from Stanford
University. He is currently a Professor of Elec-
trical and Electronic Engineering and the Com-
puter Engineering Program Director at The Uni-
versity of Hong Kong. He is a Founding Member
of The Hong Kong Young Academy of Sciences,
and a fellow of IEEE, Optica, SPIE, IS&T, IOP,
and HKIE. His research interests include com-
putational imaging algorithms, systems, and ap-
plications.

Yifan (Evan) Peng is an Assistant Professor at
the Department of Electrical & Electronic Engi-
neering and the Department of Computer Sci-
ence, the University of Hong Kong (HKU). He
was a Postdoctoral Fellow at Stanford University
before joining HKU. He received his Ph.D. in
Computer Science from the University of British
Columbia, and Master’s and Bachelor’s degrees,
both in Optical Science & Engineering, from Zhe-
jiang University. His research focuses on incor-
porating optical and computational techniques

to enable new visual computing systems. He is the recipient of the
AsiaGraphics Young Researcher Award as well as the IEEE VR Tech
Significant New Researcher Award.


	Introduction
	Related Work
	Shift-Variant Hybrid Imaging Model
	Geometric Optics Simulation
	Off-Aperture Diffraction Modeling

	Multi-Head Image-Processing Network
	Network Architecture
	Loss Functions

	Wide-FoV Simple Lens Imaging
	Design Overview
	Analysis of DOE Position
	Simulation Results

	Wide-FoV Compound Lens RGBD Imaging
	Design Overview
	PSF Generation
	Simulation Results

	Experiments and Results
	Prototyping Details
	PSF Calibration and Network Fine-tuning
	Real-world Results
	Bells & Whistles: Comparison with A Pinhole

	Discussion and Conclusion
	References
	Biographies
	Haoyu Wei
	Xin Liu
	Yuhui Liu
	Qiang Fu
	Wolfgang Heidrich
	Edmund Lam
	Yifan (Evan) Peng


