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Abstract
In the last decade a new family of methods, namely Image-Based Rendering, has appeared. These techniques rely
on the use of precomputed images to totally or partially substitute the geometric representation of the scene. This
allows to obtain realistic renderings even with modest resources. The main problem is the amount of data needed,
mainly due to the high redundancy and the high computational cost of capture. In this paper we present a new
method to automatically determine the correct camera placement positions in order to obtain a minimal set of
views for Image-Based Rendering. The input is a 3D polyhedral model including textures and the output is a set
of views that sample all visible polygons at an appropriate rate. The viewpoints should cover all visible polygons
with an adequate quality, so that we sample the polygons at sufficient rate. This permits to avoid the excessive
redundancy of the data existing in several other approaches. We also reduce the cost of the capturing process, as
the number of actually computed reference views decreases. The localization of interesting viewpoints is performed
with the aid of an information theory-based measure, dubbedviewpoint entropy. This measure is used to determine
the amount of information seen from a viewpoint. Next we develop a greedy algorithm to minimize the number of
images needed to represent a scene. In contrast to other approaches, our system uses a special preprocess for
textures to avoid artifacts appearing in partially occluded textured polygons. Therefore no visible detail of these
images is lost.

Categories and Subject Descriptors(according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism

1. Introduction

In this paper we present a new method to automatically se-
lect the camera positions that allow to minimize the amount

Figure 1: Three images of a balloon, the one on the left and
the one in the middle are taken from bad viewpoints, the one
on the right is taken from a good viewpoint.

of images used as an Image-Based representation. Such an
algorithm should fulfill two conditions: all visible polygons
must be covered, and the sampling rate should be high
enough to allow for further reconstruction.

To decide which images are important we will use an
information theory-based1, 2 measure calledviewpoint en-
tropy3. This measure can be used to determine the amount
of information captured from a viewpoint, and therefore to
select the best view of a scene (see Figure1), given its 3D
geometry. Viewpoint entropy will be used together with a
greedy algorithm to choose the minimal set of views that
captures the maximum information on the scene. Moreover,
we add a preprocess for textures that avoids visual artifacts
produced when textured polygons are partially occluded in
all available views.
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The rest of the paper is organized as follows: In Section2
we present the previous approaches to this problem, Sec-
tion 3 reviews theviewpoint entropymeasure, in Section4
we present our method and discuss several selection strate-
gies. In Section5 we show how viewpoint entropy can be ap-
plied to the selection of a minimal set of reference views for
Image-Based Rendering. In Section6 we address the con-
crete problem of properly sampling textured polygons. In
Section7 we discuss the results, and finally, in Section8
we conclude pointing out some lines of future research.

2. Related Work

The problem of selecting an optimal set of images for Image-
Based Rendering has not attracted much research yet. Most
of the techniques use a fixed set of camera positions to cap-
ture the images of the scene (a notable exception is4). Then,
these images are used to further rendering. Thus, in many
cases the amount of redundant data is high, and being the
capturing process costly, it becomes interesting to find a
cheap way to determine which views are useful and which
are not, and therefore avoid capturing data from positions
which will add redundant data. This problem can be stated as
trying to recover the maximum information of a scene with
the minimum number of images. In this case, as we are go-
ing to use this set of images to build a Layered Depth Image,
these views should show the faces at a good gazing angle
to allow for appropriate rate capture. A similar problem (in
most cases not considering sampling rate) has been exam-
ined by the robotics and AI communities, under the names
of sensor planningor next best view.

2.1. Non Image-Based Modelling methods

The problem of finding a good viewing direction to help the
user understand a scene has already been treated in Com-
puter Graphics but not with an Image-Based Modelling pur-
pose in mind. Kamada and Kawai5 consider a viewing di-
rection to be good if it minimizes the number of degenerated
faces under orthographic projection. This method fails when
comparing scenes with equal number of degenerated faces
and it does not ensure that the user will see a large amount
of detail, as discussed in6. Barralet al.6 and Dorme7 modify
Kamada’s coefficient in order to cope with perspective pro-
jections. Then they create a heuristic with some other param-
eters that weight both the number of faces seen from each
point and the projected area, moreover they add an explo-
ration parameter which accounts for the faces already vis-
ited. This way they define an evaluation function that per-
mits to explore the scene in real time. However, they admit
that they have not been able to determine a good weighting
scheme for the different factors. This causes some problems
with objects containing holes, as these are not captured prop-
erly by the algorithm. Moreover, these techniques cannot be
used as they do not address the issue of appropriate covering
the objects of the scene.

In the robotics literature, the goal of selecting a small set
of cameras which allow to observe all object surfaces has
also been studied. Usually this problem is stated as: Deter-
mine where to place the next camera position givenN pre-
vious camera locations, forN ≥ 0. Most approaches iden-
tify the next best view as the one that reveals the maximal
amount of unknown detail of the scene being treated. Differ-
ent assumptions are made in next best view systems in or-
der to simplify the problem. Several systems require a CAD
model of the scene to be known a priori. The two main ap-
proaches are: search-based and silhouette-based.

Search-based methods use optimization criteria to search
a group of potential viewpoints of the next best view. Many
of these methods employ range images to carve away voxels
in a volumetric space. Wonget al.8 present an algorithm that
searches all possible viewpoints, and selects the next best
view as the one that can carve the most empty space vox-
els. This system is effective, but as pointed out by Massios
and Fisher9, such an approach may result in views that ob-
serve surfaces at very oblique angles, which is undesirable
in IBR (Image-Based Rendering), as it yields poor sampling
of colour in those surfaces.

Other approaches use the silhouettes of objects. For ex-
ample, Abidi10 develops a method that employs information
theory. For a given view, a silhouette is divided into segments
of equal lengths. Then, an information measure based on
two components, a geometric component, intended to mea-
sure the irregularity of an edge, and a contrast component, is
used to determine how much of the contour of an object is
well seen. The segment with the minimal entropy is chosen
to select the next best view. This method assumes that more
information about the scene will be captured by moving the
camera to better observe the segment containing the least in-
formation. Silhouette-based methods can often compute next
best views more quickly than search-based approaches, how-
ever, it is not always possible to generate an accurate silhou-
ette in an image for an arbitrary (for example indoor) scene.

Klein and Sequeira address the problem of adequate cov-
erage in 3D modelling from range data11. They build a qual-
ity function that weights both the cost of image acquisition
and the visible area captured. Roberts and Marshall12 select
a minimized number of views for complete coverage of the
surface of three dimensional objects. This problem is also
faced by Tarbox and Gottschlich13.

2.2. Image-Based Modelling and Rendering

There are few papers which refer to the viewpoint selection
process for Image-Based Modelling. Grossman and Dally14

use 32 orthographic projections of an object. McMillan and
Bishop15 use cylindrical reference views placed on a regu-
lar grid in a scene. As none of these methods take care of
sampling all surfaces, this can result in important regions
of the scene remaining invisible to photographs, resulting in
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gaps or holes during the rendering process. Stürzlinger16 cre-
ates a method for sampling all visible surfaces but does not
address the problem of adequate coverage. Lischinski and
Rappoport17 use 6 perpendicular depth images placed on the
boundaries of a cube (LDC). Fleishmanet al.4 present an
algorithm that adequately samples the surfaces visible from
a certain walking region by placing the camera on a large
number of positions on the boundary of the walking zone.
The coverage quality criterion for a polygon is based on the
projected area on a hemisphere for a camera position. The
set of cameras is selected by choosing the cameras that sam-
ple a higher number of polygons at appropriate rate. This
method is well-suited for the problem it addresses, however,
the ordering of the cameras is guided by the amount of poly-
gons sampled. Thus, if we had a scene with certain regions
covered with a lot of very small polygons (or a viewpoint
that sees a high number of polygons from a higher distance),
this method could first sample parts of the scene that cover
small areas instead of choosing other regions which cover
larger portion of an image with less (or closer) polygons. If,
in addition, we have a constrain in the number of captured
views, this could leave important regions without sampling.

Hlavac et al.18 and Werneret al.19 use a set of images
to represent an object. Their objective is obtaining an IBR
representation to be rendered by interpolation. Consequently
they choose a set of reference images positioned around the
object in intervals that guarantee error bounds below some
threshold during reconstruction of intermediate views. How-
ever, this method only applies to single objects, instead of
scenes, and their measure can only be used to compare two
images of the same object, so it is useless for views which
show different parts of the same scene. Xianget al.20 study
the sampling of the plenoptic function for light fields from a
spectral analysis of light field signals and using the sampling
theorem. The authors determine the minimum sampling rate
for light field rendering.

3. Viewpoint Quality Evaluation

The purpose in our paper is to select a minimized set of
views adequate for Image-Based Rendering. First, we need
to choose a measure that can be used to evaluate the qual-
ity of a view. The criterion we chose isviewpoint entropy3,
a measure based on information theory, which can be un-
derstood as the amount of information coming from the ge-
ometry of a scene captured from a point. For the sake of
completeness, we review in this section the definition and
computation of viewpoint entropy. We also comment how
the best view of an object can be determined. Further details
can be found in a previous paper3.

3.1. Good View Selection Criteria

In order to evaluate the quality of a single view several cri-
teria can be chosen according to different parameters, the

(a) (b)

Figure 2: (a)and(b) are different projections from the same
scene. In(b) we see faces that do not appear in(a), however,
the area projected in(a) is larger than the area projected in
(b). It is difficult to decide which criterion is better to select a
good view: the number of visible faces or the total projected
area.

(a) (b)

Figure 3: (a) and (b) are different views of the same room
(model courtesy of Karol Myzskowski). Although both views
project roughly (there are some holes that make the back-
ground visible) the same amount of area because we are in
a indoor scene, it is clear that imageb is preferable toa.

simpler ones are: number of faces seen and total area cov-
ered. By itself, the projected area does not tell us about the
amount of detail we can see, and cannot be used for indoor
scenes because the projected area is constant (unless the
model contains holes or windows that let visible the back-
ground). On the other hand, even though we have a high
number of faces, they could be small and thus provide lit-
tle information about a scene. In Figure2a and2b two pro-
jections of the same scene are shown. They exhibit different
number of faces and different projected area. Another exam-
ple is depicted in Figure3, where two different views of the
same room are shown. Figure3a shows approximately the
same amount of projected area than3b, but 3b is far more
interesting and informative than3a. It seems necessary to
obtain a quality function that weights those two parameters.
In 7 an algorithm in such direction is designed but the results
are not completely satisfactory.

In Fleishmanet al.4 the good view criterion chosen is the
number of faces properly captured. We will use a criterion
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based onthe amount of informationcoming from properly
covered faces. To measure the amount of information seen
from a new point we borrow some tools from Information
Theory1, 2 and construct theviewpoint entropymeasure.

3.2. Viewpoint Entropy

In order to build a good view criterion, one of the features
we associate with thequalityof a viewpoint is the amount of
geometric informationit provides us with.Viewpoint entropy
is a new measure that allows us to obtain good viewpoints of
a scene. We will see how the viewpoint entropy incorporates
both the projected area and the number of faces, and can
be understood as the amount of information captured by the
viewpoint. In a recent work Rigauet al. have arrived to an
equivalent measure when studying the visibility complexity
of 2D scenes21.

The Shannon entropy1, 2 of a discrete random variable X
with values in the set {a1,a2, ...,an} is defined as

H(X) =−
n

∑
i=1

pi logpi ,

where pi = Pr[X = ai ], the logarithms are taken in base 2
and0log0= 0 for continuity. As− logpi represents thein-
formationassociated with the resultai , the entropy gives the
averageinformationor theuncertaintyof a random variable.
The unit of information is called abit.

To define viewpoint entropy we use as probability distri-
bution the relative area of the projected faces over the sphere
of directions centered in the viewpoint. Thus, given a scene
Sand a viewpointp, we defineviewpoint entropyas

I(S, p) =−
Nf

∑
i=0

Ai

At
log

Ai

At
, (1)

whereNf is the number of faces of the scene,Ai is the pro-
jected area of facei over the sphere,A0 represents the pro-
jected area of background in open scenes, andAt is the total
area of the sphere. In a closed scene, or if the point does
not seethe background, the whole sphere is covered by the
projected faces and consequentlyA0 = 0. Hence,Ai/At rep-
resents thevisibility of face i with respect to pointp. It is
important to remark that, with respect to the total area of
facei, the projected areaAi/At is proportional to the cosine
of the angle between the normal of the surface and the line
from the point of view to the object, and it is inversely pro-
portional to the square distance from the point of view to
the face. Therefore,Ai/At grows when the face is seen at a
better angle and at a shorter distance. This justifies the use
of projected area as the probability distribution to compute
entropy.

The maximum entropy is obtained when a certain point
can seeall the faces with the same relative projected area

Ai/At . So, in an open scene the maximum viewpoint en-
tropy is log(Nf + 1), and in a closed scene it is equal to
logNf . We define thebest viewpoint as the one that has
maximum entropy, i.e. maximum information captured. If
we consider two models of a scene with different discretiza-
tion, the best views might appear different. It is important
to emphasize that we are capturing geometric information,
and an object with a finer subdivision gives a higher entropy
quantity, which is coherent with the expected result. Thus,
the regions with finer subdivision willattract the camera’s
attention.

3.3. Implementation

The computation of viewpoint entropy can be done with the
aid of graphics hardware using OpenGL, in a similar way to
Barralet al.6. The projected area of each face is computed by
summing up all the pixels that belong to that face, weighted
by the solid angle subtended by the pixel. To distinguish be-
tween the different polygons, the faces are colour-coded in
an item buffer, and to cover all the view directions six dif-
ferent views are used. The background can be detected be-
cause it is set as black. However, for the concrete case where
the scene is composed by a single object (or a set of ob-
jects with empty space outside a bounding sphere) and the
camera is placed outside a bounding sphere of the scene, a
simple view is enough for each viewpoint, provided that all
the objects fall into the viewing frustum of the camera.

To compute the view with maximum viewpoint entropy
of an object, we perform the following steps: the scene is
rendered from a set of points placed at regular positions over
a bounding sphere of the object. At each position, the item
buffer is read and the viewpoint entropy is calculated. The
best view will be the one with maximum viewpoint entropy.
The distance of the camera and the number of viewpoints to
analyze can be modified by the user. For a better approxima-
tion, a higher number of positions must be visited (unless we
use an adaptive scheme).

3.4. Results

We have implemented the method described above and
tested it for several objects. A deep comparison with the rel-
ative projected area can be found in Vázquezet al.3. The
algorithm works at 60-65 frames per second on a P-IV pro-
cessor with a NVidia GeForce 4 Go graphics card although
no optimizations were made.

In Figures4a and4b we can see the points of maximum
viewpoint entropy computed around a man and a desk. En-
tropy decreases with increasing distance, because the pro-
jected area of each face is smaller. On the other hand, some-
times it is not enough with a single view, as it might not pro-
vide enough information from the scene, and thus, we will
need more images.
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(a) (b)

Figure 4: The points of maximum viewpoint entropy of a
man(a), and a desk(b).

4. Selection ofN Views

So far, a measure to compute the quality of a view and to
find which is the best one according to geometric informa-
tion has been presented. In this section we will address the
problem of selecting a small set ofN views that may be best
suited for representing the scene. In complex scenes,N may
be large, and therefore it can be set to a maximum by the
user, although this does not guarantee to adequately repre-
sent the scene. Hence, two problems arise: which are the best
images to choose, and how many of them are sufficient. Con-
sequently, we will focus on finding a good distance measure
in order to select views with high entropy and which are as
much different to each other. Notice that the selection of an
optimal set ofN views is related to the Art Gallery prob-
lem, which is a well-known NP problem22. So, instead of
searching an optimal set, we will find a suboptimal set with
a greedy algorithm which is good for our purposes.

4.1. Computing the difference between two views

The difference on viewpoint entropy between two frames
could be computed using theKullback-Leibler distance1, 2,
which is defined as:

δ =
n

∑
i=1

pi log
pi

qi

Unfortunately, this is not possible when having probability
values of0, because of the zero division, as it is our case.
A solution has been proposed in order to cope with similar
cases for compositional data23, but in this case the zeroes that
appear in the formula are actually very small values, thus, in
our case it is not applicable.

We have tested different approaches which require the aid
of a second parameter. In a first approach we encoded in a
bitmap the faces that were visible from each viewpoint, then,
the selection of views can be carried out according this sec-
ond criterion. Some measures based on Euclidean distances
(of areas or entropies) have also been built, but the one that
gives better results is based on entropy recomputation. It is
explained in the following section.

4.2. Entropy Recomputation

In this section we present an approach that does not try to
find a good definition of distance between two views. Our
method recomputes the entropy for each new view selected,
but this time only taking into account the not yet visited
faces. So our algorithm performs three steps:

1. For each view compute viewpoint entropy and store in an
array the contribution to entropy of the visible faces from
that point (zero for the non visible ones).

2. Order the views in decreasing entropy and select the first
one. Accumulate the contributions to entropy of the vis-
ited faces in an array.

3. Recompute the entropy of each non selected viewpoint
by only taking into account the faces which have not been
visited yet.

4. Order the views in decreasing entropy and select the first
one. Accumulate the contributions to entropy of the vis-
ited faces in an array. Go to step 3.

This method allows us to obtain a set of views which,
for each view, shows the maximum amount of information
coming from non visited faces. As will be explained later,
this can be useful if we need to sample faces with appropri-
ate rate in order to obtain an Image-Based representation24.
Moreover, this method has the advantage that it needs no
threshold if we need to sample the complete scene. An al-
gorithm which uses this method and a criterion to determine
what is a good sampling rate is presented in Section5. Fig-
ure 5 shows the results obtained with this method for the
mug model.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 5: Results obtained for the mug with the entropy re-
computation method.
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4.3. Discussion

From the methods commented above, some of them have
advantages over the others depending on the application in
mind. If we need to visit all the faces of an object and it
does not matter if they appear at oblique angles, we can use
a simple criterion such as the encoding of the visible faces
from each view. It only requires a bit per face and camera
position, and it is suitable for problems that require all object
or faces to appear in any view. This happens in Molecular
Visualization (see Vázquezet al.25).

The method that uses entropy recomputation can be easily
adapted to obtain a good Image-Based representation in the
way that it is explained in the following Section24. In this
case the memory requirements are#V×#F×4 bytes where
#V represents the number of camera positions and#F the
number of faces of the scene.

5. Image-Based Modelling

In this Section we present our automatic camera placement
system. We follow a similar scheme to the one of Fleishman
et al.4. As they point out, it is important to notice that ade-
quate coverage of every surface of a scene is only possible
if we can restrict the user to walk in a region empty of ob-
jects. Otherwise, if the user can approach arbitrarily close to
any surface no sampling rate can guarantee a lower bound on
the coverage quality. We have also used a bounding box to
define the walking region (indicated by the semi-transparent
polyhedron in Figure6), that is initially given by the user.

5.1. Image-Based Modelling using Viewpoint Entropy

In this Section we present an algorithm to select a set of
images that accurately represent the scene to be rendered.
These reference views are then rendered with a realistic ren-
dering system such as Render Park26. To determine a set of
good viewing positions our algorithm uses three steps:

1. Select the positions of the camera on the bounding box
representing the walking region.

2. Compute relative projected area of each polygon from all
the camera positions using graphics hardware.

3. Select the best camera positions.

The first step consists in selecting a set of points placed
in regular positions on the boundary of the walking region.
These points are placed at constant distances on every face
of the walking region box, as in Figure6.

The most important step is the second one. We compute
five projections from the selected viewpoints. These five
views cover a cube all around the viewpoint but the view
which points inside the walking region. Throughout all this
process we store the contribution to entropy of every visible
polygon seen from each camera. In addition to this, we also
store in an array the maximum projected area of each face.

Figure 6: The positions of the camera are selected over
the semi-transparent polyhedron that bounds the walking re-
gion.

This information will then be used to decide which cameras
are chosen first. The maximum values array will be used
to determine the coverage quality of a polygon in a certain
view. For a concrete scene projection, the coverage quality
Q of a polygonP will be computed asQ = (A/Amax)∗100,
whereA is the actual projected area andAmax is the maxi-
mum projected area of the polygon in all views.

The third step performs the actual selection of the best
views. This is carried out with a loop iteration where view-
point entropy is computed for each camera position, and
taking the position with higher value, and masking out the
already visited polygons. However, when computing view-
point entropy, instead of considering all visible polygons, we
only use the ones which present adequate coverage. That is,
we compute the amount of information captured from each
view coming from the polygons which are accurately sam-
pled (i.e. their relative projected area is above a certain, user-
defined, percentage of the maximum). This does not require
any extra scene projection as we saved in step two the contri-
butions to entropy of every polygon for each view. The loop
stops when all visible faces have been captured. This algo-
rithm is depicted in Algorithm1. The difference between
this algorithm and the steps presented in Section4.2 is that
the entropy here is recalculated taking into account only the
faces which are visible at an appropriate rate, that is, they
contribute to entropy only when the projected area is a high
percentage (usually 90%) of the maximum. This way we en-
sure that the viewpoint entropy captures information of faces
that can be captured at adequate rate.

5.2. Discussion

For our method to obtain the best results the scene must be
tessellated. This is a normal situation in global illumination
field, where the scene must be discretized in order to better
calculate the distribution of light. Ideally, all the polygons
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Algorithm 1 Computes the minimum set of views which
samples adequately all the polygons in a scene.

Select a set of points placed on the boundary of the walk-
ing region
for all the pointsdo

Store the projected area of each face from the view
Update the array of maximum area projected for each
face

end for
while not finisheddo

Recompute entropies usingonly the faces properly cov-
eredwhichhave not been visitedyet
Select the point with maximum entropy
Accumulate the contributions to entropy in an array

end while

should have the same size, but this is not compulsory. Ac-
tually, the tessellation allows us to find the proper camera
positions that guarantees an adequate coverage for all the
polygons. If very large polygons exist in the scene, and they
are partially occluded in most (or all) the reference views,
the model will present holes that are not always easy to fill.
As in Fleishmannet al.4 we start from a discretized model to
avoid such occlusions. Recall that global illumination meth-
ods discretize to smaller polygons in places where the light
distribution is more difficult (such as corners) and therefore
this results in more information to be treated in these regions,
which is consistent with our viewpoint entropy measure. As
the reconstruction process relies mainly on thequality of
the captured geometry, this is the key issue. For a measure
that evaluates the lighting information contained in an im-
age, the interested reader can refer to Gumhold27, Shacked
and Lischinski28, or Vázquezet al.29.

Our method uses viewpoint entropy to ensure that the
captured views show a high amount of information on the
scene. Moreover, as we know, thanks to our previous anal-
ysis, which is the maximum visible area of each face, the
selection of views guarantees that the faces will be captured
nearly at the maximum sampling rates available. Previous
methods16 do not care on the accuracy of the views, or use
as the best camera position the one whichseesthe higher
number of polygons at good rate4. If some of the polygons
appear small (are small or are far), this can lead to select
an image which shows a high number of small polygons but
which cover a small portion of the image, instead of choos-
ing a different view with less but larger polygons. We can see
an example of this in Figure7. Figure7a shows a view of a
teapot which sees several polygons of the top of the teapot,
at a good sampling rate, although the coverage of the image
is smaller than in Figure7b, where a lower number of the
polygons are captured with appropriate rate, but covering a
larger portion of the image. Consequently, if the stopping
condition is changed (for example we have a limited number

(a) (b)

Figure 7: Two different views of a teapot. In image (a), a
higher number of small polygons are captured properly, but
the amount of information they provide is lower than in pic-
ture (b), where we are clearly able to identify the object.

Coat stand

Textured
polygon

camera positions Camera

Figure 8: The path followed by the camera in front of the
textured polygon and the object.

of cameras, or we want to stop when a certain percentage
of all visible faces have already been captured), the method
ensures that the set of views will show a high amount of in-
formation on the scene. Notice that determining the optimal
set is NP, as it is related to the Art Gallery problem22. With
our method we obtain a good suboptimal, which is enough.

6. Texture Sampling

Up to now we have seen how to select a minimum set of
views which captures all visible polygons in a scene with
adequate coverage. However, handling with textures is more
difficult. When a polygon is partially occluded in all avail-
able views, our method guarantees that we are obtaining the
best projection. As large polygons of the scene are first dis-
cretized, it is likely that the whole polygon will appear in any
view. However, if this does not happen, the polygon will be
undersampled. In this case methods such as splatting can fill
the resulting holes, but the colour used will be roughly the
colour of the nearest point belonging to the same polygon. If
the undersampled polygon is textured, this can lead to creat-
ing visual artifacts, as the colours used to fill the gaps might
be incorrect. We can see this with an example. We have built
a scene with a textured polygon and an object. The camera
moves in horizontal direction in front of the objects (see Fig-
ure8), and the polygon is partially occluded in all views.
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(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Figure 9: The ten initial images used to sample a partially
occluded textured polygon. Figure (f) shows the better pro-
jection of the polygon, and will be the one selected to sample
it if we do not take into account the texture. Note that there
is no view showing the whole polygon without occlusions.

(a) (b)

Figure 10: In (a) we can see the view that best captures
the large polygon without using the information contained in
the texture. Figure (b) shows the reconstruction of the scene
using this information. Note the hole appearing behind the
coat stand due to poor sampling. This gap is difficult to fill
as we should use the correct colours of the texture.

Figure 9 shows the captured set of views of this scene.
If we were only considering the textured polygon, Figure9f
(enlarged in Figure10b) will be the one selected to capture
the polygon. However this would produce a hole as in Fig-
ure10b, which is difficult to fill correctly. Although usually
such a big polygon will be discretized, note that this situa-
tion can happen with densely populated scenes. Moreover,
discretizing the polygon according to the higher frequency
of the texture might result in a huge number of unnecessary
very small polygons.

Our purpose in this section is to design a method that
avoids artifacts due to poor tessellation in textured polygons.
In order to do this we use the information present in the tex-
ture to create a set of colour-coded regions that will behave
as the rest of the polygons of the scene with our algorithm.
We perform a three step process:

1. Segment the texture.
2. Colour code each region of the segmented texture.
3. Replace the textured polygon with this colour coded map.

We have chosen a well known robust segmentation
method dubbed region growing30. Once the texture is seg-

(a) (b) (c)

Figure 11: Processing the texture. Figure (a) shows the tex-
ture after being segmented with a region growing algorithm.
(b) shows the colour-coded segmented texture. Finally, (c)
shows the results. This figure has been created using the re-
sults of our algorithm with the colour-coded texture. Note
that the gap behind the coat stand does not appear now.

mented, each region is colour coded as if they were differ-
ent polygons of the scene. Then we map the polygon with
the colour coded segmented texture and treat it as if this
was part of the scene. The rest of the polygons are colour
coded by using colours not yet used for the texture. Then we
use the algorithm described in the previous Section to en-
sure appropriate sampling for every region of the image. Fig-
ure11shows an example. In Figure11a the texture has been
segmented using the region growing algorithm. The texture
colour coded appears in11b. As a consequence, views9f, 9b
and9j are selected. The result combining the information of
these views appears in Figure11c.

7. Results

Texture segmentation can be done as a preprocess, although
the region growing algorithm only takes some seconds.
Colour-coding the texture is done while loading the seg-
mented image. The number of new regions we achieve with
this method is far below than the number of polygons that
would produce a discretization of the polygon according to
the higher frequency of the texture.

We have made several tests with our method and the re-
sults appear in Figure12. For the classroom scene 51 camera
positions were selected from the initial set of 150 possible
views. The process takes less than twenty seconds in a Pen-
tium IV with 512 Mb of memory and a NVidia GeForce 4 Go
graphics card. In this case, the scene contains 17200 faces
from which only 11200 are visible from the walking region.
If we sampled all the faces uniformly, a 35% of the capture
would be useless. Figures12a to 12d show different views
of the classroom. The representation we store is a Layered
Depth Image31, which is computed with Render Park26 and
captured by using graphics hardware. The rendering method
consists in a simple projection of the captured points using
graphics hardware, but our output can also be rendered with
more complex systems such as QSplat32. Note that the qual-
ity of the result is high with our simple rendering algorithm.
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Figure 12: Examples of the classroom. The LDIs represen-
tation was created using the views selected with our method.

Our quality criterion is a percentage of the maximum pro-
jected area in all views. Either the quality criterion or the
maximum number of images to compute can be set by the
user.

Our selection method can generate a number of extra
views when compared with the approach by Fleishmanet
al.4. This happens because their good view criterion ac-
counts for the number of visited faces at appropriate rate
while ours is the amount of information provided by the
faces seen at adequate rate. However, the number of extra
views we compute is not important and the amount captured
faces decrease almost as fast as with the system by Fleish-
manet al..

Figure 13 shows a comparison of the accumulated pro-
jected area selected throughout the views selection process.
This demonstrates that during the selection process, the qual-
ity of the captured faces is guided better with our method
than by counting the number of faces. To improve the se-
lection method, Fleishmanet al.4 also add a correction: if
a new view sees a face that was already captured and is
now sampled better, they change the masking of the previous
view and set the face to be captured with the current view-
point. However, this solution (which is not included in Fig-
ure13) only works when there is no limitation to the num-
ber of views to capture. If there is, view selection based on
the number of faces may yield early choice of small faces
that are projected under a good sampling rate but that show
low amount of information of the scene. Note that the im-
portant difference in captured area appears in the first five
to seven views. Using the strategy by Fleishmanet al. this
difference would softly diminish trough the computation of
the rest of the views. In Figure14 we can see the two initial
views selected by both strategies. Although the number and
the are of captured polygons is similar, the strategy which

Figure 13: Relation of the number of total accumulated pro-
jected area in the currently selected set of images.

(a) (b)

(c) (d)

Figure 14: The initial two images of both methods. Fig-
ures (a) and (b) show the two initial views selected by the
method that uses the number of faces while Figures (c) and
(d) are the first ones selected using the entropy recomputa-
tion strategy.

uses as a criterion the number of visible faces (Figures14a
and 14b) capture a slightly lower amount of area than the
strategy based on entropy recomputation (Figures14c and
14d).

8. Conclusions and Future Work

We have presented here a new method to automatically build
an Image-Based model of a scene. In our case we have dealt
with an indoor scene where the walking region is selected by
the user. Note that adequate coverage of every surface of a
scene is only possible if we can restrict the user to walk in a
region empty of objects.

In order to select the reference views, we make use of
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a measure called viewpoint entropy that determines the
amount of information seen from a point. Our system also
takes care of textures by using a region growing segmenta-
tion and posterior colour coding of the regions of the tex-
ture. This way we avoid visible artifacts caused by polygons
which are partially occluded in all views. This situation is
likely to happen in very crowded scenes or when textured
polygons are not sufficiently discretized. The selection of
the most important views is carried out by a greedy algo-
rithm that obtains a set of views which cover all visible poly-
gons with a quality threshold that can be set by the user. Our
method avoids redundancy in the data and, as it works using
an item buffer and hardware-acceleration, we save illumina-
tion computations, which are only calculated for the selected
views.

In our future work we will focus on view-dependent illu-
mination. We need to define a new measure that takes into
account the amount of illumination information present in a
view, and study if it is better to store it apart from the ge-
ometry (some kind of BRDF information) or if it is possible
to reduce the number of images with some kind of princi-
pal components analysis, in a similar way as in surface light
fields33. This will make our system more general to deal with
any kind of materials.
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