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Abstract
We present a novel method to reconstruct a fluid’s 3D density and motion based on just a single sequence of images. This is rendered possible by using powerful physical priors for this strongly under-determined problem. More specifically, we propose a novel strategy to infer density updates strongly coupled to previous and current estimates of the flow motion. Additionally, we employ an accurate discretization and depth-based regularizers to compute stable solutions. Using only one view for the reconstruction reduces the complexity of the capturing setup drastically and could even allow for online video databases or smart-phone videos as inputs. The reconstructed 3D velocity can then be flexibly utilized, e.g., for re-simulation, domain modification or guiding purposes. We will demonstrate the capacity of our method with a series of synthetic test cases and the reconstruction of real smoke plumes captured with a Raspberry Pi camera.

CCS Concepts
- Computing methodologies → Physical simulation; Reconstruction
- Mathematics of computing → Convex optimization;

1. Introduction
While physical simulations have gained popularity in visual effects, simulations are not easy to control, especially for artists. As detailed and realistic simulations require high computational power, it is often infeasible to run multiple simulations until both the desired visuals and behavior are reached. Other approaches for creating visual effects come with their own disadvantages, e.g., composing video data requires large collections of footage and is difficult to combine with 3D elements. Since humans are very familiar with fluid phenomena from everyday situations such as pouring milk in coffee or burning candles, the corresponding visual effects have high requirements for accuracy in order to be visually convincing.

Instead of simulating fluids purely synthetically, our goal is to reconstruct motions of real fluid phenomena in 3D such that the density matches the input image and adheres to the underlying physical models. Thus, we are solving the inverse problem to fluid simulation. Reconstructing a real fluid phenomenon directly leads to a plausible velocity field with a known visual shape, yielding an excellent starting point for, e.g., a guided simulation for visual effects. While previous fluid capture techniques typically require multiple cameras and a complex setup, we focus on reconstructions from a single camera view. This allows for the use of a large variety of existing videos and for the capture of new fluid motions with ease.

Existing computed tomography methods (e.g., [IM04]) are designed for inputs with a multitude of cameras and viewing angles. Their reconstruction quality rapidly drops with the number of views as the corresponding inverse problem becomes under-determined. Our setting of using just a single view is a challenging scenario, where we aim for plausible but not necessarily accurate reconstructions through the use of physical constraints as priors. A system with a single camera also has distinct advantages, including reduced costs, a drastically simplified setup, and the elimination of tedious procedures like camera calibration and synchronization. Without having a reliable, a-priori density reconstruction, estimating flow velocities is significantly more challenging than in previous work [GITH14]. Information about the motion of a fluid phenomenon allows us to flexibly re-use the captured data once it is reconstructed. It ensures temporal coherence and enables us to edit the reconstruction, to couple it with external physics solvers or to conveniently integrate the reconstructed flow in 3D environments, e.g., to render it from a new viewpoint. We will demonstrate the capabilities of our method with a variety of complex synthetic flows and with real data from a fog machine video.

In summary, our core technical contributions are
- an image formation model for the joint reconstruction of 3D densities and flow fields from single-view video sequences,
- a new optimization-based formulation of the inverse problem with a strong emphasis on temporal coherence of the recovered density sequence,
- a tailored combination of physics-based as well as geometric priors, including new priors to resolve motion uncertainty along lines of sight in the single camera view and finally
- an efficient implementation based on primal-dual optimization to realize an effective single view fluid capture system. This system is used for extensive experiments using both real and simulated data.
2. Related Work

Fluid Simulation: Forward simulations of fluids have been an extensively studied topic within computer graphics ever since the introduction of the stable fluids algorithm [Sta99]. Based on this approach for solving the Navier-Stokes equations, numerous extensions and improvements have been introduced, e.g., to retain more natural, swirling motions of fluids [FSJ01, SRF05], and to more accurately compute the transport of velocities and other quantities [KLLR05, SFK*08]. Additionally, interactions with static and moving objects in the flow often arise in practical situations. Here, the second order method of Batty et al. [BBB07] is a popular choice. In our work, we focus on smoke phenomena, i.e., single-phase flows, but liquids naturally play an important role in many special effect applications. For liquids, grid-particle hybrids such as the particle level-set [FF01] and the FLIP method [ZB05] are especially popular.

Many works in graphics also employ physics-inspired methods to increase the apparent resolution of fluid simulations [KTPS04, PHT*10], which typically save time compared to a full Navier-Stokes approximation. For graphics applications, editing and controlling the flow motion is likewise a crucial topic [MTPS04, PHT*09]. As our algorithm generates dense motion fields, such algorithms could easily be applied to fine-tune our results.

In the following, we will employ an Eulerian discretization and as such we restrict the discussion to corresponding algorithms. However, for single phase simulations, vorticity-based Lagrangian methods are popular [ANS06, GNS*12]. Additionally, fully Lagrangian methods are a very interesting alternative to grid-based methods for liquid simulations [MCG03, IOS*14].

Our work targets the inverse problem of reconstructing 3D density and motion from 2D observations, and in this context the aforementioned Eulerian simulation algorithms play an important role for our method by providing priors that disambiguate a sparse set of observations.

Density Reconstruction: In order to capture 3D density data from a collection of 2D observations, computed tomography is an established algorithm originating from medical applications [KS88]. In computer graphics, the same principle is typically used for visible light instead of X-rays. E.g., Irhe et al. [IM04] reconstruct flames from 4-8 input images by solving a least-squares problem describing the relation between pixels and voxels in conjunction with a visual hull. Due to the high computational cost of the reconstruction, adaptive algorithms have successfully been proposed [IM06]. Specialized but powerful algorithms have been developed for reconstructing objects for which rotational symmetry can be safely assumed, such as astronomical structures [LLM*07, WLM13].

Closer to our area of application, Gregson et al. [GKHH12] developed an efficient, stochastic approach for reconstructing fluid densities from 8-16 input videos. The approach achieves high-quality reconstructions with a grid-less, matrix-free solver and can incorporate a variety of regularizers to improve reconstruction quality. Okabe et al. [OAC08] used only one to two input videos and augment their tomographic approach by appearance transfer. They reconstruct an initial density volume with regular tomography and iteratively improve the density until the reconstruction satisfies additional view constraints that make use of up to 180 synthetically rendered views. They also found that re-using a front view for a 90° angle significantly improves their reconstructions.

All of the approaches discussed above rely on multiple views, either from complex and carefully calibrated measurement setups or from internal calculations. In contrast, we will outline how to incorporate flow physics in order to work with only one single projected image sequence.

While we aim to reconstruct the shape and motion of visible phenomena, Schlieren imaging has successfully been applied by Ateshian et al. [AHT08] to capture hot air flows based on refractive index changes from multiple views. We will focus on single-phase flows below, but highly interesting methods have been proposed to capture liquids, e.g., using submerged checkerboard patterns [MK11] or structured light to reconstruct diffuse liquid surfaces [WLZ*09].

Velocity Reconstruction: The reconstruction of the motion of a fluid, also known as velocimetry, is typically more difficult than reconstructing volumetric densities, since motion is in most cases only observed indirectly by tracking temporal changes in the densities. Methods like particle image velocimetry (PIV) [ESWvO06] add visible particles to the medium and track their movement. PIV methods are widely used, but require carefully chosen particles and complex camera setups with great spatial and temporal resolution. They also come with the risk of perturbing the measurement due to the insertion of particles. Xiong et al. [XIAP17] reconstruct a fluid’s motion from one single view by an enhanced PIV approach. They use so-called Rainbow PIV to capture different illumination colors depending on the depth of the particle. However, their setup requires specialized hardware and currently targets motions of a small water tank. To the best of our knowledge, our method is the first to propose a generic method for coupled tomographic density updates and velocity reconstruction.

A widely used approach for dense motion estimation is optical flow introduced by Horn and Schunck [HS81]. It provides an excellent basis for flow velocity calculations. Corpetti et al. [CMP02] use optical flow with an additional divergence and curl smoothness prior to regularize 2D cloud motions. The approach by Chen et al. [CLH16] is also fully 2D and incorporates a skeleton reconstruction step to improve the image space motion estimates. Gregson et al. [GITH14] adapted an optical flow algorithm to reconstruct fluid motions in 3D. They solve a convex optimization problem for optical flow while constraining the motion to be divergence-free. While this method can reconstruct volumetric motions with high accuracy, the algorithm requires full volumetric density reconstructions, e.g., using computed tomography as input, which are often very difficult or impossible to acquire in visual effects settings. We will employ a similar incompressibility constraint in our optimization, but a key difference is that our approach works with a single 2D video instead of a series of volumetric inputs. The appearance transfer approach mentioned above [OAC08] also proposed a motion reconstruction, which, however, is based on a projected, 2D optical flow and as such only yields a rough motion estimate. In these methods, incompressibility is a crucial constraint for flow motions, but it is difficult to enforce in practice.
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Convex Optimization: In this paper, we solve a joint inverse problem for reconstructing both fluid density and motion field over time by optimizing a single objective function. Algorithmically, our approach heavily relies on the framework of proximal operators [PB14] and especially the Primal-Dual algorithm proposed by Chambolle and Pock [CP11]. This framework has recently become very popular for solving inverse problems in graphics, including projective dynamics simulations [NOB16], fluid control [IEGT17], and domain-specific languages [HDN16] for a host of imaging problems. Similar convex optimization algorithms were also used in the works discussed above [GITH14, XIAP17].

3. Method
We estimate both density $\Phi$ and velocity $u$ for a single time step $t$ based on a given state for time $t-1$. The estimation considers the transport equation governing fluid motion in conjunction with a linear tomographic image formation model that describes an observed image $i$ as line integrals of a scalar density volume $\Phi$. Since we only use one single 2D view as input, this image formation model is highly under-determined, which necessitates the use of physical priors to arrive at plausible solutions. Therefore, we employ a physics-based prediction scheme to add additional constraints to our optimization and couple our density estimation tightly to the velocity estimation. We do not modify the density explicitly. Apart from a density inflow source estimated from $i$, our densities only move based on the reconstructed velocity. In the following, we first describe our estimation algorithm at a higher level and then discuss the problem formulation for our density and velocity updates, and how we solve it in depth. Calculating the velocity update $\Delta u(t)$ is the core step of our algorithm. In order to consider constraints on the density change induced by the velocity update, we use a temporary variable for the density update $\Delta \Phi(t)$.

3.1. Density and Velocity Estimation Algorithm
Having the density estimate $\Phi(t-1)$ and the velocity estimate $u(t-1)$ of the last time step $t-1$, we predict both for the current time step $t$ and therefore use them to regularize the same two quantities at time step $t$. The prediction is based on physical priors, i.e., the density and velocity transport over time steps and the incompressibility of the velocity. Incompressibility is ensured by projecting the velocities onto the space of divergence-free velocities, called $\Pi_{\text{DIV}}$. We advect velocity $\hat{u}(t-1)$ with itself and ensure its incompressibility to create a velocity guess $\hat{u}(t)$. The density guess $\hat{\Phi}(t)$ is created by advecting the density $\Phi(t-1)$ forward with the velocity guess $\hat{u}(t)$. Therefore, we only need to solve for a velocity update $\Delta u(t)$ that corrects both density and velocity guesses at each time step. The density update $\Delta \Phi(t)$ induced by the velocity update must match $\Delta \Phi(t)$, which is the difference between the input image $i(t)$ and the 2D projection $\hat{i}(t)$ of the density guess.

The full density $\Phi(t)$ is then the result of advecting the density guess $\hat{\Phi}(t)$ with the velocity update $\Delta \Phi(t)$. The full velocity $\hat{u}(t)$ is the sum of the velocity update $\Delta u(t)$ and the divergence-free, with the velocity update advected velocity guess $\hat{u}(t)$. Alg. 1 describes our full estimation procedure including prediction, update and alignment steps.

Algorithm 1 Density and Velocity Estimation

1: procedure COMBINEDESTIMATION($\Phi(t-1), u(t-1), i(t)$)
2: $\hat{u}(t) = \Pi_{\text{DIV}}(\text{advect}(\hat{u}(t-1), u(t-1)))$ // predict div-free vel
3: $\hat{\Phi}(t) = \text{advect}(\Phi(t-1), \hat{u}(t))$ // predict density
4: $\Delta \Phi(t) = \text{calculateUpdate}(\hat{\Phi}(t), \Delta \Phi(t))$ // Sec. 3.3
5: $\Delta u(t) = \text{applyInflow}(\Phi(t), u(t-1))$ // move predicted den forward
6: $u(t) = \Pi_{\text{DIV}}(\text{advect}(\hat{u}(t), \Delta \Phi(t)) + \Delta u(t))$ // update vel
7: $\Phi(t), u(t) = \text{applyInflow}(\Phi(t), u(t))$

Note that the first two steps (line 2, 3) are similar to previous work [GITH14], while the subsequent steps differ. A key difference is that we do not assume a given sequence of volumetric density, but instead infer them together with the motion (line 4). In addition, the density $\Phi(t)$ is not directly modified outside the inflow region (line 5). In the inflow region, we apply the estimated smoke source (line 7). Within this region, we prescribe densities based on the input images and optionally also an inflow velocity. Details of the inflow estimation will be given in Sec. 3.7. Another smaller difference from previous work is that we employ a velocity alignment step [Thu17, BPT17]. As explained in these works, the additive combination of Eulerian flow fields always requires an alignment of the individual fields.

3.2. Density and Velocity Updates
Existing methods for fluid imaging directly update the density $\Phi$ in each time step using tomographic reconstructions from the input video sequence(s). This works well for systems with large numbers of cameras, but as the number of projections decreases, the tomography problem becomes more and more ill-posed. While temporal priors can be employed in order to alleviate this problem to a certain degree, these priors do not suffice for a single-view setting, as we will illustrate below. Instead, we tightly couple the density update $\Delta \Phi(t)$ and the velocity update $\Delta u(t)$ through the transport equation. In this way, the density $\Phi(t)$ is forced to adhere to the input images $\hat{\Phi}(t)$ solely based on the reconstructed motion $\Delta \Phi(t)$. The density update $\Delta \Phi(t)$ is an intermediate variable only used for constraining the density change induced by the velocity update.

We illustrate the inherent problems of traditional tomographic methods by means of a synthetic example with ground truth in Fig. 1. Here, we show density updates (white being positive, red negative) from front and side views for a simulated smoke plume. The ground truth density change is naturally distributed with most positive values on the top since the smoke plume is rising upwards. While the input view of the traditional tomography density update looks very accurate, the side view reveals its implausible nature due to the equal distribution of density along each line of sight. Fig. 1b) and c) present two variants, the former computing the update after two tomographic reconstructions, while the latter computes the update in the image space and then maps this difference into the density volume. Since the density changes in both cases do not represent any natural fluid motion, there is no divergence-free velocity.
that could induce or match these observed updates. Therefore, such volumetric reconstructions from existing tomography approaches do not yield a valid basis for capturing the motions of flow phenomena.

We propose targeting the density change \( \Delta \Phi^{(i)} \) induced by \( \Delta u^{(i)} \), instead of separately reconstructing both \( \Phi^{(i)} \) and the flow motion. The result of such a coupled density change estimation is shown in Fig. 1d. The computed density change looks natural and is induced by advection with \( \Delta u^{(i)} \). Our formulation not only improves temporal coherence but also reduces the undesired density expansion along the depth direction, and it helps to eliminate ray artifacts of regular tomographic reconstructions. This coupling is necessary to compensate for the inherent under-determination of the single-view reconstruction.

Starting with an optical flow problem \( \frac{\partial \Phi}{\partial t} + \nabla \cdot (\Phi u) = 0 \), we formulate the linearized version of our combined and constrained convex optimization problem for density and velocity updates as follows:

\[
\begin{align*}
\text{minimize} & \quad f(\Delta \Phi^{(i)}, \Delta u^{(i)}) = \left\| \frac{\partial \Phi^{(i)}}{\partial t} + \nabla \Phi^{(i)} \cdot \Delta u^{(i)} \right\|^2 \\
\text{subject to} & \quad \Delta \Phi^{(i)} + \Phi^{(i)} \geq 0, \quad P \Delta \Phi^{(i)} - \Delta u^{(i)} = 0, \\
& \quad \nabla \cdot \Delta u^{(i)} = 0,
\end{align*}
\]

where we approximate the temporal derivative of the density guess \( \frac{\partial \Phi^{(i)}}{\partial t} \) with the density update \( \Delta \Phi^{(i)} \) and \( f(\Delta \Phi^{(i)}, \Delta u^{(i)}) \) is our convex objective function, namely the brightness constancy assumption of optical flow or transport equation governing a fluid’s motion. While the density change can be negative, the resulting actual density \( \Phi^{(i)} \) naturally may not contain any negative densities. Thus, additional constraints are non-negativity of the total density \( \Phi^{(i)} \), incompressibility of the velocity update \( \Delta u^{(i)} \), and our linear image formation model, where \( P \) is the matrix that projects the 3D density update \( \Delta \Phi^{(i)} \) into the 2D image difference \( \Delta \Phi^{(i)} \).

The key element of our reconstruction approach is the combination of the image formation model and the transport equation, where both density and velocity are unknowns. Based on this, we achieve a robust reconstruction using only a single view without any additional depth information, as will be demonstrated in more detail below. In order to further restrict our solution, we add the following smoothness and kinetic energy (Tikhonov) regularizers to both the density and the velocity [WC11]. In terms of a generic variable \( \xi \), these regularizers are given by:

\[
E_{\text{smooth}}(\xi) = \frac{1}{2} \| \nabla \xi \|^2, \quad E_{\text{kinetic}}(\xi) = \frac{1}{2} \| \xi \|^2.
\]

### 3.3. Optimization Step

In order to compute our density and velocity updates as described in Eq. (1), we make use of the fast primal-dual method (PD) for convex optimization introduced by Chambolle and Pock [CP11]. The PD method is an iterative divide-and-conquer approach based on proximal operators. Instead of solving for the whole complex optimization problem at once, subproblems are solved separately. Therefore, the problem is split into manageable components where proximal operators act as efficient solvers for each subproblem. Iterative variable updates ensure that the solution converges to the optimal value of the problem in Eq. (1).

The simplified PD updates are given by

\[
\begin{align*}
x^{k+1} &= x^k + \sigma y^k - \sigma \text{prox}_{f,\alpha}(\alpha x^k + y^k), \\
y^{k+1} &= y^k - \tau \text{prox}_{\| \cdot \|^2_2,\sigma}(z^k - x^k y^k), \\
z^{k+1} &= z^k + \theta (z^k - x^k y^k),
\end{align*}
\]

where \( \{\sigma, \tau, \theta\} \) are parameters that affect convergence, \( k \) is the iteration number, \( z \) is the solution of Eq. (1), \( x, y \) are helper variables and \( \text{prox} \) are the proximal operators for each subproblem, see [IEGT7].

We split our optimization problem from Eq. (1) into three different proximal operators, which we will explain in terms of a generic variable \( \xi \). The actual proximal operator calls are given in Alg. 2. By default, we assume that each variable contains concatenated velocity and density, i.e., \( \xi = [\xi_{\Phi}, \xi_{u}]^T \). When a proximal operator acts on only either velocity or density, this will be indicated by a corresponding subscript.

First, \( \text{prox}_{f,\alpha}(\xi) \) targets the transport equation where both density \( \Delta \Phi^{(i)} \) and velocity \( \Delta u^{(i)} \) update are unknowns. The objective function \( f(\Delta \Phi^{(i)}, \Delta u^{(i)}) \) is solved in a least-squares sense. The proximal operator for such a quadratic problem [BPC*11] is

\[
\text{prox}_{f,\alpha}(\xi) = (\sigma I + A)^{-1}(\alpha \xi - b),
\]

where \( A = \begin{bmatrix} I & (\nabla \Phi^{(i)})^T \\ (\nabla \Phi^{(i)}) & (\nabla \Phi^{(i)})^T \end{bmatrix} \) and \( b = 0 \).

Next, \( \text{prox}_{\| \cdot \|^2_2,\sigma}(\xi) \) is split into two separate proximal operators for density and velocity update, which we point out by an additional subscript for the proximal operator. The remaining constraint concerning the velocity update \( \Delta u^{(i)} \) is the incompressibility:

\[
\text{prox}_{\| \cdot \|^2_2,\sigma}(\xi_{\Delta u}) = \Pi_{\text{DIV}}(\xi_{\Delta u}).
\]

Making a velocity field \( \Delta u^{(i)} \) divergence-free is an orthogonal projection onto the space of divergence-free velocity fields \( \mathcal{C}_{\text{DIV}} \). Here

---

Figure 1: Front and side views of density updates with different methods. E.g., a) ground truth, b) estimated density change for pure tomographic reconstructions, c) differences in images space mapped into the density with tomography, d) our computed update. As shown in the right half of each image, our method yields plausible and natural density updates that are slightly too small, but match the ground truth solution well. In contrast, tomographic approaches with a single view lead to suboptimal and unnatural updates (b and c).
we employ the pressure solver that is a typical component of an Eulerian fluid simulator.

The second part of prox_{x,y,z}(ξ) concerns density constraints. The density update must comply with both the image formation and the non-negativity constraint. In order to fulfill both constraints on ∆Φ^{(i)} at once, we introduce a second, separate PD loop obtaining a correction ∆Φ^{(i)} of ∆Φ^{(i)}. Ensuring the non-negativity of the density is an orthogonal projection onto the set of non-negative real numbers R+ . We realize this projection efficiently by setting values in ∆Φ^{(i)} to the maximal value allowed such that ∆Φ^{(i)} + ∆Φ^{(i)} + ∆Φ^{(i)} is non-negative. The correction ∆Φ^{(i)} itself is allowed to be negative. To match ∆Φ^{(i)} with the 2D input image ∆ ξ = β - β - ∆, a second least-squares minimization problem is solved due to the sparse and ill-conditioned nature of the image formation matrix system. We apply the same proximal operator scheme for quadratic problems as in Eq. (4).

\[
\text{prox}_{g,τ,ξ}(ξ) = \frac{g}{τ} + \text{arg min}_{ξ} \| P ∆Φ^{(i)} - ∆ξ \|^2 \quad \text{subject to } ∆Φ^{(i)} + ∆Φ^{(i)} + ∆Φ^{(i)} \geq 0, \tag{6}
\]

where the two proximal operators of the second PD loop are defined as

\[
\text{prox}_{g,ξ}(ξ) = (σ_2ξ - P^T P)^{-1} (σ_2ξ - P^T Φ^{(i)}), \tag{7}
\]

\[
\text{prox}_{g,ξ}(ξ) = 1_0(ξ_0,ξ_0),. \tag{8}
\]

The respective regularizing terms from Eq. (2) are added to both least squares matrices, i.e. A and P^T P . We use a constant set of PD parameters that we found to converge robustly for all our scenarios: (σ_2,σ_3,σ_4,σ_{an},σ_{an},σ_{an},σ_{an},σ_{an},σ_{an},σ_{an},σ_{an},σ_{an}) = (10,0.01,1,0.1,5,1.001,100,1). These parameters are specific to our problem formulation and control the speed of convergence for each of the two PD loops.

The optimization for the density and velocity update is summarized in Alg. 2. As before, variables without subscript, such as x, y, z, contain both ∆Φ and ∆u, while subscripts denote the two separate parts. We can also perform this solve from coarse to fine spatial scales in order to realize a multi-scale scheme typically used for optical flow to enable the reconstruction of large displacements, see [MLPK13]. Quantities from a coarse scale are advected forward; the finer solver computes the corresponding velocity update.

![Figure 2: a) Input, b) perspective, and c) orthographic reconstructions without depth regularizer at t = 104. Each image shows a front (left) and side view (right). The side views of b) and c) highlight the undesirable depth expansion and the C-shaped motion for the perspective camera view b).](image_url)

### 3.4. Ray Sampling and Camera

To obtain a mapping from the density volume to the image space, we cast a ray for each pixel through the voxelized density and save the corresponding weights in a projection matrix P . We use piecewise linear basis functions for interpolation and a visual hull to reduce the size of our equation system. As real-world cameras are perspective pinhole cameras, we use perspective cameras in our final reconstruction method. Orthographic cameras could be used under the assumption of having a large distance to the fluid.

In Fig. 2, we show reconstruction results with our method as explained so far for both perspective and orthographic cameras. The input is a synthetic smoke plume as shown in 2a). It is noticeable that the reconstructed density expands into depth. While orthographic cameras in 2c) reconstruct symmetric density volumes in depth, we observe a C-shaped density for perspective reconstructions in the side view, see 2b). This curved shape is caused by motions being reconstructed as orthogonal to the viewing rays. While the density update merely acts along each viewing ray, optical flow reconstructs velocities where density gradients are seen, i.e., orthogonal to the viewing direction. For perspective cameras, this causes the motion to tilt towards or away from the viewer near the top and bottom of an image. This distortion is a result of the strongly under-determined single view case. Additional views could prevent this distortion, as illustrated in Fig. 5 and Fig. 9. However, in order to arrive at a working single-view reconstruction algorithm, we introduce the following depth regularization terms.

### 3.5. Depth Regularization

In order to gain control over the motion in depth, we constrain the velocities in depth more than in other directions where its direct effect is visible in the 2D images. First, we increase the weight of the kinetic energy penalty, i.e., kinetic energy regularizer (Eq. (2)), in the depth direction. The z-velocity component is therefore more strongly regularized than the x- and y-components.

To avoid a drift of the densities to the front or back of the domain, we introduce a second regularizer that constrains the sum of depth velocities in one voxel row to be zero inside the density volume. We minimize the following energy in Eq. (9) where S is a matrix that sums up the z-velocities along one voxel row in depth:

\[
E_{\text{sum}}(\Delta u) = \frac{1}{2} \| S \Delta u \|^2. \tag{9}
\]

For perspective reconstructions, we use an additional adaptive z-Tikhonov regularizer where we have higher regularizing weights at...
the bottom and at the top compared to the center of the domain. The formula for the adaptive z-Tikhonov weight is $\lambda_{\text{adapt \, tiko}} = 1 + 10 \times (\frac{Y}{Y^2} - 1 - j/(Y^2))^2$, where $Y$ is the domain size in y-direction and $j$ is the current voxel’s height. In summary, we have the following weighted regularizing energies to minimize:

$$E_{\text{reg}}(\Delta \Phi, \Delta u) = \alpha_\Delta \Phi E_{\text{smooth}}(\Delta \Phi) + \alpha_\Delta u E_{\text{smooth}}(\Delta u) + \beta_\Delta \Phi E_{\text{kinetic}}(\Delta \Phi) + \beta_\Delta u E_{\text{kinetic}}(\Delta u) + \lambda_{\text{sum}} E_{\text{sum}}(\Delta u) + \lambda_{\text{tiko}} E_{\text{tiko}}((\Delta u).z).$$

### 3.6. Discretization

In the standard Horn-Schunck optical flow and in previous approaches [GITH14], the brightness constancy assumption has been discretized on a collocated velocity grid. Pressure solvers on a collocated grid typically introduce checkerboard artifacts if the velocity field is not smooth enough. The divergence of the velocity is best eliminated on a staggered Marker-and-Cell (MAC) grid [HW65]. Using a collocated grid for the optical flow part and a staggered grid for the pressure solver would introduce smoothing and divergence errors from interpolation. Thus, we use the staggered grid as velocity discretization for all parts of our algorithm.

### 3.7. Source Estimation

Our algorithm reconstructs density and velocity in 3D with the only input being a sequence of 2D target images. In order to start the reconstruction, we estimate a smoke source $\Phi(0)$ from the first 2D image at time step $t_0$. The source region is constructed by projecting the 2D image into 3D space and by limiting it in depth, and if necessary in other spatial directions to meet a target shape. For our results, we typically constrain the source shape to not be larger than a cylinder or a box. Note that we do not use the ground truth source for synthetic reconstructions in order to make them representative of real world settings. We add the estimated source each time step to the density to model a continuous production of smoke. For real world cases where smoke enters the view with an initial velocity, we also prescribe a manually chosen velocity for the source region.

### 4. Results

In order to evaluate our method, we reconstruct synthetic flows for which we have ground truth density and velocity information. These reconstructions do not use a velocity inflow. Later on, we also compare our results to previous work and demonstrate reconstructions of filmed, real-world smoke clouds.

#### 4.1. Evaluation with Synthetic Inputs

First, we simulate a rising smoke plume and raycast the density volume at each time step to create a sequence of 2D images that we use as single input to our reconstruction algorithm. The image resolution is $480 \times 640$ while the 3D domain size is $120 \times 160 \times 120$. Our choice of parameters is almost constant for all reconstructions, except for real input data, which requires higher smoothness. For our synthetic results, we use the smoothness weights $\alpha_\Phi = 1e - 1$ and $\alpha_\rho = 1e - 3$, the Tikhonov regularizer weight $\beta_{\text{tiko}} = 1e - 4$ and the depth-regularizing weights $\lambda_{\text{tiko}} = 1e - 3, \lambda_{\text{sum}} = 10$.

### Plume with Single View:

The input fluid simulation and perspective reconstructions are shown in Fig. 3 a) - d) for front and side views. Note that the side view is the most challenging viewing angle for single view reconstructions as it is orthogonal to the input view. The input view in Fig. 3 a) is matched very well, see c). The side views in b) and d) show that the reconstructed density expands in depth. However, considering that we have no explicit constraints for this motion, our method still reconstructs a very natural flow behavior.

While the advected densities already indicate motion, we additionally show the velocity’s center slice from the front and side view for ground truth and reconstructed velocities in Fig. 4 a) - d). Both center slices show a plausible motion, although velocity covers a larger depth than the ground truth. Fig. 8 shows a re-simulation of the plume reconstruction in Fig. 3 c) - d), where we advect a two times finer smoke field in our reconstructed velocity, varying both in time and viewing angle. These images indicate the amount of detail captured by our flow fields, which could be refined further with procedural turbulence methods.

#### Multiple View Constraints:

We can re-use a single input image to further constrain the reconstruction from other views. One alternative is to use the mirrored input image from angle $\theta^\circ$ as input for $180^\circ$. Additionally, we could assume rotational invariance and use the front view as a constraint from the side. While this would be overly limiting in a general setting, we demonstrate the effect of this additional constraint in Fig. 5. We down-weight the side image by $10x$, such that the input front view is still matched with highest priority. In Fig. 5, we observe that the reconstruction quality drastically increases for both additional input view cases. The input front view is matched closely, while the side view is either symmetric for front-as-back reconstructions or very similar to the front view for front-as-side reconstructions. Especially the front-as-back variant is very useful, since it is close to the ground reference motion. Both examples were produced without any depth regularizers.

#### Jet Stream and Obstacle Scene:

Our reconstruction method is also able to handle flows that are not rotationally symmetric, as well as flows with solid obstacles. Fig. 3 c) - h) show a jet stream flowing in from the left and rising up due to buoyancy. A rising smoke plume with a sphere in the center of the domain is shown in i) - l). Our single-view jet reconstruction matches the input view very well and the depth motion is plausibly reconstructed. For this setup, imposing artificial additional view constraints (as in the previous paragraph) is clearly unsuitable. It is a good example of a situation that particularly benefits from a single-view reconstruction.

Note that our solver has knowledge of the obstacle region for the plume with obstacle scene. For a generic reconstruction from videos, we could use techniques for single-view geometry estimation. However, we leave this as an extension for future work. Our reconstruction of this smoke cloud from the front view is likewise very close to the input and our algorithm estimates a realistic behavior for the unconstrained motions throughout the volumetric density.

#### Comparison to Previous Work:

We compare our results with the tomography plus optical flow approach by Gregson et al. [GITH14] with the synthetic plume scene from Fig. 3 a) - b). While our method works with a single view, we introduce a second...
Figure 3: Front and side view of input a,b) and reconstruction c,d) of a plume at $t = 30, 60, 96$, a jet stream e) - h) at $t = 30, 60, 96$, and a plume with sphere i) - l) at $t = 30, 80, 112$. 
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view for the sake of comparing it to previous work here. As shown in Fig. 9, our approach matches the ground truth motion significantly better. It also has less volume expansion and resembles the given views more closely. Examples of the reconstructed velocities are shown in Fig. 4 e) - h). While our reconstructed velocity matches the velocity field quite accurately for both views, the approach by Gregson et al. [GITH14] works best for accurate density reconstructions, where the flow is corrected by targeting a reliable density at each time step. Otherwise, decoupling the velocity and density estimation for very sparse views leaves too many degrees of freedom for the optical flow solve, degrading its quality.

While Okabe et al. [ODAO15] also target single view reconstructions, we believe it is not meaningful to compare our algorithm directly. As their work focuses primarily on the reconstruction of the volumetric appearance, the reconstructed motions are naturally less reliable. Combining this method with ours, however, could be an interesting future extension.

**Time Extrapolation by Simulation:** We evaluate the robustness of our reconstruction by reconstructing only the first half of two scenes (smoke plume and jet stream) and compute the second half starting at \( t = 48 \) with a regular forward simulation. A comparison for the plume scene is shown in Fig. 6. The extrapolation follows the reconstructed motion for the first ~25 frames and is very similar to the input simulation. This indicates that our reconstructed density and velocity are indeed reliable. As future work, it would be interesting to automatically tune simulation parameters like buoyancy in order to match the ground truth input longer and more closely. The full sequences for this comparison can be found in the accompanying video.

### 4.2. Reconstruction of Real Smoke Flow

We additionally recorded rising plumes of real smoke from a fog machine with a Raspberry Pi camera. This hardware represents an inexpensive capturing setup that is easy to use. Two of our raw input recordings are shown in Fig. 7 a) and d). We post-process these input videos with a gray-scale mapping, noise reduction and background separation. If images are captured with more complex lighting and background, we could potentially include more advanced methods from the image processing area in the post-processing step. Regarding the real capturing setup, the unknown and temporally changing smoke inflow at the bottom of the images presents an additional challenge. Therefore, we impose a velocity in the inflow region for both real reconstructions. The velocity is the same for both captures and is roughly estimated from the videos. Our algorithm still reconstructs a realistic volumetric motion that matches the input very well and produces realistic swirls from the side view. Renderings with a similar visual style but slightly different camera properties are shown below each raw input row of Fig. 7.

### 4.3. Performance

We show an overview of the grid sizes and reconstruction times in Table 1. Note that later time steps with larger visual hulls take more time than earlier time steps. This especially increases the run time for the jet, the plume and the first real capture reconstructions, where the density fills most of the domain in the end. We have been using one CPU for synthetic data and two for real data reconstructions, usually Intel(R) Xeon(R) CPU E5-1650 v3 @ 3.50GHz. Our implementation computes and stores the tomography matrix \( P \) explicitly and employs a CG solver, which simplifies the implemen-
5. Conclusion

We have demonstrated a first reconstruction algorithm for tomographic density and velocity from just one single input view. With a novel density update that is tied to the estimated velocity, we are able to produce volumetric reconstructions without the need for complex capturing setups. Our depth regularizers additionally increase control over the motion in depth. This way and only from monocular videos, our algorithm calculates dense and realistic volumetric flow fields that can be flexibly used for re-simulations or further editing and guiding operations. Our method outperforms previous work in terms of reconstruction quality.

By construction, one inherent limitation of our algorithm is the lack of reliable information about motion in depth. Improving the estimation of depth motion with extensions such as data-driven regularizers would be an interesting avenue for future work. Additionally, we would like to improve the inflow handling in terms of both

tation, but is not optimal regarding run time or memory. Thus, this step of our pipeline could be optimized in the future.

Figure 7: Two captures of real fluids a,d) and reconstructions front d,e) and side views c,f). Frames are shown in 15 frame intervals.
Figure 8: Re-simulated plume from a rotating viewpoint at \( t = 84, 86, 88, 90, 92, 94 \) with a \( 240 \times 320 \times 240 \) domain.

Figure 9: Our reconstruction a,b) and the approach by Gregson et al. [GITH14] c,d) for a synthetic rising plume scene.

Table 1: Performance details for all reconstructed scenes. The time is given as an average over the whole sequence.

<table>
<thead>
<tr>
<th>Scene</th>
<th>Grid Size</th>
<th>#Frames</th>
<th>Avg. T</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plume, Fig. 3</td>
<td>( 120 \times 160 \times 120 )</td>
<td>96</td>
<td>61m</td>
</tr>
<tr>
<td>Re-sim., Fig. 8</td>
<td>( 240 \times 320 \times 240 )</td>
<td>96</td>
<td>88m</td>
</tr>
<tr>
<td>Front = Side, Fig. 5</td>
<td>( 120 \times 160 \times 120 )</td>
<td>76</td>
<td>52m</td>
</tr>
<tr>
<td>Jet, Fig. 3</td>
<td>( 120 \times 160 \times 120 )</td>
<td>96</td>
<td>68m</td>
</tr>
<tr>
<td>Obstacle, Fig. 3</td>
<td>( 120 \times 160 \times 120 )</td>
<td>112</td>
<td>45m</td>
</tr>
<tr>
<td>2 views, Fig. 9</td>
<td>( 120 \times 160 \times 120 )</td>
<td>107</td>
<td>44m</td>
</tr>
<tr>
<td>Real, Fig. 7 a)</td>
<td>( 120 \times 200 \times 120 )</td>
<td>120</td>
<td>62m</td>
</tr>
<tr>
<td>Real, Fig. 7 d)</td>
<td>( 120 \times 200 \times 120 )</td>
<td>120</td>
<td>54m</td>
</tr>
</tbody>
</table>

shape and flux, since the inflow has substantial influence on the reconstruction quality. One could optimize for best initial conditions, e.g. source position, size, shape, and amount of inflow velocity over time. Designing the inflow in a more flexible way could also lead to better control for the end users of our algorithm.

Incorporating a matrix-free or SART approach as tomography part could reduce run time and memory consumption significantly. Also, our current linear image formation model is potentially limiting. We have found it to work well for cases like the filmed smoke in Sec. 4, but very dense clouds will require more complex image formation models. Despite these open topics, our algorithm demonstrates the usefulness of physics simulations for under-constrained reconstructions and represents a first step towards capturing more general 3D motions from simple, single view video streams.
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